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Abstract: In this study, the dynamic behavior of shear deformable heterogeneous nanocomposite 
sandwich cylindrical panels containing carbon nanotube (CNT) patterned layers is investigated. The basic 
differential equations of the sandwich cylindrical panel composed of CNT patterned layers based on the 
Donnell type shell theory are derived. Then basic equations are solved by applying Galerkin method and ob-
tained expression for the nondimensional free vibration frequency of three-layer nanocomposite cylindrical 
panels within the first order shear deformation shell theory (FOSDST). Finally, the influences of transverse 
shear strains, volume fractions, arrangement of sandwich nanocomposite layers on the nondimensional free 
vibration frequency are studied. 

Keywords: Carbon nanotube, nanocomposite, sandwich panel, free vibration, frequency, shear defor-
mation theory 
 

Introduction. The typical sandwich structure consists of two surface layers containing a core 
layer [1]. The sandwich panels are one of the most used elements in structural applications and are 
frequently used especially in space vehicles, machinery, ship and automotive industries. In most 
aerospace applications, panels are used as coating elements in rocket systems as well as a part of 
pressurized fuel tank. The sandwich panels are one of structural elements that lead to optimum con-
ditions in dynamic behavior. Investigation of vibration behavior of sandwich panels of any geome-
try plays an important role in successful applications of such structural elements.  

The carbon nanotubes have recently attracted increased interest of researchers due to their 
unique properties in terms of strength, thermal stability, and electrical conductivity. CNTs were dis-
covered experimentally by Japanese materials scientist Iijima in 1991 during the production of full-
erenes by evaporation of arc discharge [2]. It has been experimentally proven that CNTs have out-
standing mechanical properties compared to continuous carbon fibers [3, 4]. CNT reinforced com-
posite materials are generally used in structural components of complex structural systems. There-
fore, the dynamic behavior of structural components composed of CNT reinforced composites is 
extremely important for the efficient design process. Nanocomposites reinforced with CNTs, espe-
cially polymer-based nanocomposites are one of the most interesting research areas among nano-
composites. Many studies have shown that carbon nanotubes can be an effective tool for modifying 
the strength properties of polymer composite materials [5-7]. 

The first studies on the static and dynamic behavior of monolayer heterogeneous nanocompo-
site cylindrical panels belong to Liew et al. [8,9]. After this study, Kiani [10] investigated the dy-

mailto:mahmureavet@gmail.com
mailto:el%C3%A7in.yusufoglu@usak.edu.tr
mailto:yusif_nadiroglu@mail.ru
mailto:eckart.schnack@kit.edu
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namic behavior of functionally graded (FG)-CNT reinforced composite cylindrical panel under a 
moving load. Wang et al. [11] presented a semi-analytical method for vibration analysis of FG 
sandwich double-curved panels and rotary shells. In the research paper, Setoodeh and co-authors 
[12] examined the vibrational behavior of FG-CNT reinforced surface sheets and double-curved 
smart sandwich shells with FG porous cores. Di Sciuva and Sorrenti [13] analyzed the free vibration 
and buckling of functionally graded carbon nanotube reinforced sandwich plates using the Extended 
Refined Zigzag Theory. Avey et al. [14] carried out nonlinear vibration analysis of multilayer shell 
type structural elements with double curvature consisting of CNT patterned layers in different theo-
ries. The literature study reveals that the vibration problem of multi-layered structural elements con-
sisting of CNT reinforced layers has not been sufficiently studied yet. In this study, the free vibra-
tion of sandwich cylindrical panels composed of CNT patterned layers is investigated within 
FOSDT.  

Formulation of problem. The sandwich cylindrical panel composed of CNT patterned layers 
with side lengths a , radius R , and total thickness h  is shown in Fig. 1. It is assumed that the 
sandwich cylindrical panel is composed of CNT patterned lamina of equal thickness. The lamina 
are perfectly bonded to each other, they do not slip, and all layers remain elastic during 
deformation. The main axes of elasticity of each lamina are assumed to be parallel to the coordinate 
axes on the reference surface. The curvilinear coordinate system Oxyz  is located on the reference 
surface and left corner of the cylindrical panel; where x  and y  axes are on the reference surface 

0z = and the z  axis is in the normal direction to the reference surface and is directed inward. 
The effective material properties of each layer of sandwich panels with CNT patterns, based 

on the expanded rule of the mixture are expressed as follows [15]: 
 

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )2 22 3 12

11 1 11 22 12( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
22 12

( ) ( ) ( ) ( ) *( ) ( ) ( ) ( ) (
12 13 23 12 12

, ,

1.2 , ,

k k k k k k
k k k k k k k km cn m cn

cn cn m m k k k k k k k k
cn m m m cn m m cn

k k k k k k k k k
cn cn m m t

Y Y S SY V Y V Y Y S
Y V Y V S V S V

S S S p V p V p D

η ηη= + = =
+ +

= = = + ) ( ) ( ) ( ) ( ) , ( 1, 2,3)k k k k
cn cn m mV D V D k= + =

       (1) 

 
where ( ) ( ) ( ) ( ), , ,k k k k

m m m mY S D p  are the elasticity modulus, density and Poisson's ratio in the layers of 
sandwich panels, and ( ) ( ) ( ) ( )

12, , , ( 1, 2,3)k k k k
ijcn ijcn cn cnY S D p i, j =  are the corresponding mechanical properties 

for the pattering CNT phase, respectively, ( ) ( 1, 2,3)k
i iη =  are the efficiency parameters in the layers 

of sandwich panels. Here ( )k
cnV  and ( )k

mV  are the volume fraction of CNTs in the layers of sandwich 
panels that obey the rule of ( ) ( ) 1k k

cn mV V+ = . 

 
 

Fig. 1. Sandwich cylindrical panel with CNT reinforced sheets, and coordinate system 
 

The cross-section of sandwich nanocomposite cylindrical panel is presented in Fig. 2, in 
which (a) 0-monolayer panel, (b) (0/90/0)-array sandwich panel, and (c) (90/0/90)-array sandwich 
panel.  
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                                 a)                                               b)                                         c) 

 
Fig 2. The cross-section of sandwich nanocomposite cylindrical panel 

 
The pattern of the volume fraction for CNTs over the thickness of the layers of sandwich pan-

els as uniform pattern (U-pattern) and V-pattern is shown in Fig. 3.  
 

( )

*( )
( )

*( )

U

V 2 0.5 , /

k
cnk

cn k
cn

at V
V

at z V z z h

= 
− =

                                                  (2) 

 

              
                                                                   a)                                                 b) 
 

Fig. 3. The cross-section of CNT patterned sheets (a) U-patterned, (b) B-patterned 
 

The basic relations for the layers of sandwich panels patterned by CNTs within FOSDST can 
be defined as [14]: 

 

( ) ( ) ( )
11 11 12 11
( ) ( ) ( )
22 21 22 22
( ) ( )
12 66 12
( ) ( )

1313 55
( ) ( ) 2323 44

0 0 0

0 0 0

0 0 0 0 ( 1,2,3)

0 0 0 0

0 0 0 0

k k k
z z

k k k
z z

k k
z

k k
z

k k
z

q q

q q

q k

q

q

τ ε
τ ε
τ ε

ετ
ετ

                    = =                       

                               (3) 

 

where ( ) ( 1, 2; 1, 2,3, 1, 2,3)k
ij i j kτ = = =  are the stresses in the layers of sandwich panels, 

( , 1, 2,3)ij i jε =  are the strains and 
3

( ) , ( , 1,2,6),k
ijxq i j = denote material properties of CNT originating 

in the layers of sandwich panels.  
The force and moments of sandwich panels composed of CNT originating layers are obtained 

as [16]: 
 

( ) ( ) ( ) ( )1 1 1

/6 /6 /2
(1) (1) (2) (2) (3) (3)

1 1 1
/2 /6 /6

, , d , d , d ,
-h h h

ij j ij j ij j ij j
h h h

N S z z zτ τ τ τ τ τ
− −

= + +∫ ∫ ∫                               (4) 
 

/6 /6 /2
(1) (2) (3)

1
/2 /6 /6

d d d , ( , 1, 2, 2,3)
-h h h

ij ij ij ij
h h h

M z z z z z z i j jτ τ τ
− −

= + + = =∫ ∫ ∫                               (5) 
 

With the Airy stress function Φ , the in-plane forces are defined as [16]: 
 

2 2 2

11 22 122 2, ,T h T h T h
y x x y

∂ Φ ∂ Φ ∂ Φ
= = = −

∂ ∂ ∂ ∂
                                             (6) 
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Substituting (4) into (5) and then substituting the resulting expressions and the relation (6) in 
the basic equations [14], the governing equations of sandwich panels with CNT origin can be ob-
tained as: 
 

11 12 13 1 14 2

21 22 23 1 24 2

31 32 33 1 34 2

41 42 43 1 44 2

( ) ( ) ( ) ( ) 0
( ) ( ) ( ) ( ) 0
( ) ( ) ( ) ( ) 0
( ) ( ) ( ) ( ) 0

L L w L L
L L w L L
L L w L L
L L w L L

ψ ψ
ψ ψ
ψ ψ
ψ ψ

Φ + + + =
Φ + + + =
Φ + + + =
Φ + + + =

                                           (7) 

 

where ( 1,2,..., 4, 1, 2,.., 4)ijL i j= =  are differential operators and defined in ref. [14].  
The following approximation functions is sought for sandwich panels containing CNT rein-

forced layers: 
 

1 1 0 1 1

1 1 1 1 2 2 1 1

= ( )sin( )sin( ), = ( )sin( )sin( ),
= ( )cos( )sin( ), = ( )sin( ) cos( )

w f t m x n y f t m x n y
f t m x n y f t m x n yψ ψ

Φ
                            (8) 

 

where  ( )f t  and ( ) ( = 0,1,2)if t i are the functions of a time, 1 1
mπ nπm = , n =
a b

, in which  ,(m n)  are 

the wave numbers. 
After substituting the functions of (8) into the system of Eqs. (7), the Galerkin method is ap-

plied and the unknowns ( ) ( = 0,1,2)if t i are eliminated from the resulting system of equations, the 
following expression is obtained for the free vibration frequency sandwich panels containing CNT 
reinforced layers in the framework of FOSDST: 
 

4 1 2 3

1
sdt

t

u u u u
D u
−

Ω =
                                                     (9) 

 

where 
/6 /6 /2

(1) (2) (3)

/2 /6 /6

d d d ,
-h h h

t t t t
h h h

D D z D z D z
− −

= + +∫ ∫ ∫ ( 1, 2,.., 4)iu i = are parameters depending on the prop-

erties of the sandwich panels containing the CNT reinforced layers, and the following expression is 
used for the nondimensional frequency parameter: 
 

(1)

1 (1)
m

sdt sdt
m

Dh
E

Ω = Ω
                                                         (10) 

 

The expressions (9) and (10) transform into expressions of dimensional and nondimensional fre-
quencies within the framework of classical shell theory (CST), when the transverse shear stresses 

( )
13

kτ  and ( )
23

kτ  in the layers of the sandwich panel are not taken into account in the basic relations. 
Analysis of the obtained results. In the numerical analysis, A poly (methyl methacrylate) 

called PMMA reinforced with (10,10) single-walled CNTs is used. The elastic properties of the 
PMMA matrix are as follows: ( ) 2.5GPak

mY = , ( ) 0.34k
mp =  and  ( ) 31150kg / mk

mD = (k=1 and 3). The 
geometry and elastic properties of CNT are defined as: 1 19.26nm, 0.68nm, 0.067 nmr a h= = =  
and ( )

11 5.6466TPa,cn kY = ( )
22 7.08TPa,cn kY =  ( )

12 1.9445TPa,cn kS = ( )
12 0.175cn kp = , ( ) 31400kg / mk

cnD = . 
The total volume fractions and productivity parameters of CNTs in the layers are defined as fol-
lows: ( ) ( ) ( )

1 2 30.137, 1.022, 0.715k k kη η η= = = at *( ) 0.12k
cnV = , ( )

1 0.142,kη =   
( )
2 1.626,kη = ( )

3 1.138kη =  at *( ) 0.17k
cnV =  and ( ) ( ) ( )

1 2 30.141, 1.585, 1.109k k kη η η= = =  at *( ) 0.28k
cnV =  
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[15]. The shear stresses of sandwich panels containing CNT patterned layers are used as, 
( )( ) 2 2(1 4 / 3 ), ( 1, 2)k

j z z z h jϕ = − = [16]. 
The variation of nondimensional free frequency parameters of nanocomposite sandwich pan-

els for three types of sequences of layers with U-and V-patterns depending on the /R a  ratio is tab-
ulated in Table 1. The following data are used in the computations: / 1a b = , / 20=a h , *( ) 0.12k

cnV =  
and ( , ) (1,1)m n = . The sandwich panel consists of (0/90/0) and (90/0/90)-arranged layers, and cal-
culations are also made for the (0)-monolayer panel for the comparison.  As can be seen from Table 
1, the nondimensional free vibration frequency values decrease due to the increase of /R a  in all 
the heterogeneous nanocomposite panels containing CNT layers with (0), (0/90/0) and (90/0/90)-
arrays. The free frequency values in sandwich panels containing U-patterned layer are higher than 
the frequency values for V-patterned sandwich panels. Depending on the increase in the /R a ratio, 
the shear deformation effect on the frequency values increases. The highest shear deformation effect 
(90/0/90)-arrayed U-patterned sandwich panel is 14.22 % for /R a =3, the least effect is (0)-arrayed 
occurs in the monolayer panel at /R a =1 (9.40%). Despite the decrease the effect of shear defor-
mations on frequency values for V-patterned layers, it maintains its importance. For example, the 
highest shear deformations effect in (90/0/90)-arrayed U-patterned sandwich panel is 9.53% at 

/R a =3 and the least effect is at /R a =1 in (0)-array monolayer panel occurs (5.94%). Also, in 
(0/90/0)-patterned sandwich panels, the highest effect is 11.99% at R/a=3 in the U-pattern, while 
the least effect occurs at /R a =1 in V-pattern sandwich panels (7.41%). 

 

Table 1. The variation of nondimensional free frequency parameters of sandwich  
panels for three types of sequences of layers with U-and V-patterns depending on the /R a  

 

  U-pattern V-pattern 
Sequences /R a  110 sdtΩ  

0/0/0 

1.0 0.464 0.512 0.430 0.457 
1.5 0.428 0.480 0.388 0.418 
2.0 0.414 0.468 0.372 0.403 
2.5 0.408 0.462 0.364 0.396 
3 0.404 0.459 0.360 0.391 

0/90/0 

1.0 0.465 0.514 0.433 0.462 
1.5 0.429 0.481 0.392 0.424 
2.0 0.415 0.469 0.376 0.409 
2.5 0.409 0.464 0.369 0.402 
3 0.405 0.461 0.364 0.398 

90/0/90 

1.0 0.490 0.554 0.449 0.484 
1.5 0.455 0.524 0.409 0.447 
2.0 0.443 0.513 0.394 0.433 
2.5 0.437 0.508 0.387 0.427 
3 0.434 0.505 0.382 0.423 

 

In the (0)-monolayer panel, when the /R a ratio increases, the V-pattern effect on the fre-
quency values increases from (-7.38%) to (-11.01%) within SDT, while this effect increases from   
(-10.79%) to (-14.67%) under the CST. When the /R a ratio increases in (0/90/0) layered sandwich 
panel, the V-pattern effect on the frequency values increases from (-6.81%) to (-10.11%) in the 
framework of the SDT, while this effect increases from (-10.07%) to (-13.63%) within the CST. In 
the (90/0/90)-layered sandwich panel, when the /R a increases, the V-pattern effect on the frequen-
cy values increases from (-8.29%) to (-11.78%) in the framework of SDT, while this effect increas-
es from (-12.64%) to (16.35%) within CST. 

Conclusion. In this study, the free vibration of sandwich cylindrical panels composed of CNT 
patterned layers is investigated within FOSDST. The governing equations of sandwich cylindrical 
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panels composed of CNT patterned layers based on the Donnell type shell theory are derived. Then 
solved by applying the Galerkin method and obtained expression for the frequency based on the 
FOSDST. The effects of transverse shear strains, volume fraction, sequence of nanocomposite lay-
ers on the frequency are discussed. The analyzes and interpretations carried out revealed that the 
effects of above-mentioned factors on the nondimensional vibration frequency are very important 
and it is necessary to consider these factors during the design of sandwich nanocomposite panels. 
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Abstract: The article identifies some areas of engineer’s background, which are not sufficiently 

covered in curriculums of national universities. These gaps mainly relate to issues of clear understanding of 
real engineering and design processes, capability to apply system thinking approach to realization of 
engineering tasks, which is basis of systems engineering. Properly configured curriculums will allow 
students smoothly move forward from basics of engineering processes and disciplines up to Engineering 
Project Management. 

Keywords: Engineering Design, Curriculum, System Approach, System Engineering, Engineering 
Design Process, Syllabus 
 

Introduction.  Up-to-date level of technical progress and intensive character of innovative 
processes in different areas of science and industry require from the specialists with engineering 
background capability for quick involving into complicated processes of engineering tasks 
realization, ability to switch over from one technical orientation to another one. These requirements 
can be achievable only in the case if engineer   besides fundamental knowledge has clear 
understanding that engineering design is a process of system realization. 

The basis for understanding of engineering design process shall be set up during study in 
university and be further improved in course of professional activity.   

Lot of universities worldwide today propose to high school students innovative engineering 
curriculums, which are based on system approach to the engineering defining [1-5]. These 
curriculums provide flexible engineering foundation, do not prescribe specific modules but offer 
integration with wide range of other disciplines    

Long-term experience of working in engineering company involved into real engineering and 
design projects of different size and complexity, allows the author to consider the process how  just 
graduated engineers and specialists are entering  into practice of routine engineering operation and 
are involved into execution of real engineering projects.   

As a result of conducted analysis the areas of engineering qualification, where deficient 
attitude and imperfection of syllabuses in national universities are displayed in a maximum extent, 
are identified. These gaps in engineer’s background could have serious consequences for 
professionals and need to be further compensated by experience gathered during practical work. So, 
it is essential for engineering syllabuses to ensure that by the time of professional activity 
commencement the engineer is in possession of main principles of systems engineering.   

Systems engineering is an interdisciplinary field of engineering that focuses on how to design 
and manage complex engineering systems over their life cycles.  

The main ideas of systems engineering approach relevant to engineers who supposed to work 
in engineering and design companies are mainly considered within the frame of this article.   

Engineering design as system realization process. Engineering and design is a process with 
final goal to define architecture, components, interfaces and other characteristics of system or its 
parts. This process results in final design – integrated package of models, properties or 
characteristics presented in the form, which allows to carry out system realization. Engineering and 
design process along with analysis of requirements is a part of system overall life cycle, which is 

mailto:rasima@aztu.edu.az
mailto:encotec@encotec.az
mailto:allahverdi.elekberov@aztu.edu.az
https://en.wikipedia.org/wiki/Interdisciplinary
https://en.wikipedia.org/wiki/Engineering
https://en.wikipedia.org/wiki/Complexity
https://en.wikipedia.org/wiki/System
https://en.wikipedia.org/wiki/Enterprise_life_cycle
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called “system definition”. Outcome of this stage is input data which will be used during system 
realization stage.  

System design is focused on presentation of system, which will correspond to established 
target, principles and intention. This process includes assessment and decision making regarding 
selection of system components, which meet the system architecture and confine themselves within 
prescribed limits.   

At its core systems engineering utilizes systems thinking principles to organize this body 
knowledge. Issues such as requirements engineering, reliability, coordination of different teams, 
testing and evaluation, maintainability and many other disciplines necessary for successful system 
development, design, and implementation, become more difficult when dealing with large or 
complex projects. Systems engineering deals with work-processes, optimization methods, and risk 
management tools in such projects. It overlaps technical and human-centered disciplines such as 
industrial engineering, manufacturing engineering, control engineering, software engineering, 
electrical engineering, cybernetics, organizational studies, and project management. Systems 
engineering ensures that all likely aspects of a project or system are considered, and integrated into 
a whole. 

  As defined by International Council of Systems Engineering’s (INCOSE), systems 
engineering is based on following main principles [6-8]: 

- Systems engineering is a discipline that concentrates on the design and application of the 
whole (system) as distinct from the parts and involves looking at a problem in its entirety; 
- Systems engineering is an iterative process of top-down synthesis, development, and 

operation of a real-world system that satisfies, in a near optimal manner, the full range of 
requirements for the system; 

- Systems engineering is an interdisciplinary approach and means to enable the realization of 
successful systems. 

Systems engineering signifies only an approach and, more recently, a discipline in 
engineering. The aim of education in systems engineering is to formalize various approaches simply 
and in doing so, identify new methods and research opportunities similar to that which occurs in 
other fields of engineering. As an approach, systems engineering is holistic and interdisciplinary in 
flavor. 

Engineering design process as a subject for syllabus. Syllabus is considered as constituent 
part of mechanism for customization of engineering education in high school as well as a support 
structure to sustain and continuously improve engineering education in high school.  

One of main concern to syllabuses for engineers in national universities is luck of clear 
understanding the principal distinctions between qualifications of engineer and designer [9-11]. 

Traditionally in practice of national high school the engineer’s syllabuses include lot of topics 
(descriptive geometry, technical drawing, etc.) which actually relate to qualification of designer, 
while many issues essential for engineering background (system thinking, problem definition, brain 
storming, backward design, systems engineering, engineering design process, etc.) are missed.  
Clear understanding and perception of engineering and design process is departing point in 
professional training for all engineers.  

The engineering design process is a series of steps that engineers should follow to come up 
with a solution to a problem. Many times the solution involves designing a product (like a machine 
or computer code) that meets certain criteria and/or accomplishes a certain task. 

Defining the problem is most important and difficult step, because only when a problem has 
been clearly and accurately identified, a process can be conducted properly. 

“If you define problem correctly you almost have the solution” (Steve Jobs). 
Engineering design process is different from the steps and approaches used in the Scientific 

Method. If your project involves making observations and doing experiments, you should probably 
follow the Scientific Method.  

https://en.wikipedia.org/wiki/Systems_thinking
https://en.wikipedia.org/wiki/Requirements_engineering
https://en.wiktionary.org/wiki/reliability
https://en.wikipedia.org/wiki/Discipline_(academia)
https://en.wikipedia.org/wiki/Risk_management
https://en.wikipedia.org/wiki/Risk_management
https://en.wikipedia.org/wiki/Industrial_engineering
https://en.wikipedia.org/wiki/Manufacturing_engineering
https://en.wikipedia.org/wiki/Control_engineering
https://en.wikipedia.org/wiki/Software_engineering
https://en.wikipedia.org/wiki/Electrical_engineering
https://en.wikipedia.org/wiki/Cybernetics
https://en.wikipedia.org/wiki/Organizational_studies
https://en.wikipedia.org/wiki/Project_management
http://www.sciencebuddies.org/science-fair-projects/project_scientific_method.shtml
http://www.sciencebuddies.org/science-fair-projects/project_scientific_method.shtml
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But if your project involves such tasks as designing, building, and testing of something, you 
need to follow the Engineering Design Process.  

The steps of the engineering design process are to: 
- Define the Problem; 
- Do Background Research; 
- Specify Requirements; 
- Collect Input Data; 
- Identify Concept Solutions; 
- Brainstorm Solutions; 
- Conduct Technical and Other Risks Assessment; 
- Conduct Economic/Financial Assessment; 
- Choose the Best Solution; 
- Do Development Work; 
- Validate Design; 
- Build a Prototype; 
- Test and Redesign. 

Engineers do not always follow the engineering design process steps in order, one after 
another. It is very common to design something, test it, find a problem, and then go back to an 
earlier step to make a modification or change to your design. This way of working is 
called iteration, and it is likely that your process will do the same. 

All steps of design process above are essential as theoretical knowledge as well as practical 
skill all engineers shall be in possession. Actually, these items could be considered as self-
independent topics of technical curriculum.    

Technical curriculums shall be originated and structured so that to ensure the future engineer 
clearly understands as principles of overall engineering and designing process as well as details of 
its separate constituent parts, like: 

- Final goal of design; 
- Input Data (Design input); 
- Main and additional design requirements; 
- Design methodology; 
- Quality assurance and quality control for design process; 
- Final product (Design output); 
- Tools and criteria for design verification and validation 

Understanding of engineering and its core disciplines. Students of high school will come to 
understanding of increasingly complex content and concepts of modern engineering scinces through 
the learning, practicing and applying main principles of engineering design, thinking and skills for 
solutions of complex technical tasks up to concepts of Engineering Project Management, which 
consolidates project management skills incorporating multidisciplinary contributions. 

Modern engineers should realize that any engineering task should be considered and analyzed 
from the point of close interrelation and interdependence of all engineering disciplines. So, 
irrespective of selected area for future specialization all engineering syllabuses should include 
introduction into main engineering disciplines, such Mechanical Engineering, Civil Engineering, 
Electrical Engineering, Computer use in Engineering, Bioengineering, Industrial & Manufacturing 
Engineering. Only through the clear understanding of main concepts and principles   of these areas 
of human expertise high school students can come to well-grounded and deliberate decision about 
direction for their further engineering specialization.     

Conclusions. Modern curriculums proposed by national universities for engineering 
background besides fundamental knowledge in areas of science should ensure that engineers are in 
possession of methods and approaches of Engineering and Design process based on system thinking 
principles.    
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Abstract: In this research, computer controlled two DoF five bar robot manipulator is investigated. In 
order to control manipulator, a human machine interface program is developed in Visual C# after completing 
inverse kinematic analysis of robot manipulator. By the help of inverse kinematics, this program calculates 
two joint variables for given positions of end point. Then the program sends a data package containing these 
joint variables to Arduino microcontroller. Arduino microcontroller set the positions of two servos according 
to calculated joint angles.  Also using standard geometries, robot can follow trajectory a line, a circle and a 
rectangle. Furthermore, a lot of patterns can be generated using function with variable radius and angle of 
rotation. 

Keywords: two DoF Robot, five bar, linkage mechanism, Arduino, Visual C# 
 

Introduction. The five-bar linkage mechanism applications have been used in different 
engineering fields. Researcher working in mechatronics, biomedical, mechanical and electrical and 
electronics engineering fields designed and implemented the five bar mechanism in their published 
investigations. Inverse kinematics, link design, medical application, dynamic simulation, calibration 
and performance were topics of research interest on the five-bar linkage mechanism. Some studies 
about these topics are presented as follows. 

As a biomedical engineering application, a laparoscopic robotic camera system based on five-
bar linkage was designed and tested by Kobayashi and et al. [1]. Thisrobotic system reduce the 
process time for different surgical operations if human assisted camera system is compared to robot 
assisted the camera system. 

Hybrid five-bar mechanism was investigated by researchers [2, 3]. A dynamic simulation and 
control of these kinds of mechanism was carried out in Simmechanics of Matlab by Zi and et al. [3]. 
The five-bar was driven by a constant velocity motor and servo motor in this study. The aim of the 
study was to control tracking trajectory of the end point of the mechanism via Traditional PD 
control and closed loop PD‐type iterative learning control. 

Inverse kinematics analysis of six different five-bar planar parallel manipulators which were 
RRRRR, RRRRP, PRRRP, RPRPR, RRRPR and RPRRP was presented by Alıcı[4]. Sylvester 
elimination method was used to solve the set of nonlinear equations in his study. 

Villarreal-Cervantesand et al. [5] optimized design parameters of a five-bar parallel robot by 
using a novel mechatronic design approach. They designed kinematic and dynamic parameters of 
the five-bar’s links with respect to desired trajectories [5, 6].  

A position accuracy calibration of a five-bar planar parallel robot (DexTAR) was established 
by Joubair and et al. [7]. Experimental validation setup was constructed and the position error 
reduced to 0.08 mm with in the entire robot workspace of 600x600 mm.  

A real-time control of a five-bar parallel robot (DexTAR) was studied using dynamic model 
of the robot to implement minimum time trajectory planning by Bourbonnais and et al. [8]. They 
used working mode region to reach points of pick and place operations. Several working modes are 
considered to reach same pick and place points in their study. 

In this study, a five-bar linkage was designed and two links of the mechanism were produced 
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by using 3D printer. In section 2, the inverse kinematics analysis of five-bar manipulator will be 
presented. In the next section human machine interface design and control algorithm will be 
explained. In section four electronic hardware and circuit are illustrated along with figures. Then, 
experimental test results will be presented in section five. Finally, a conclusion will be drawn at the 
end of the study. 

Inverse Kinematic Analysis of the Robot Manipulator. Five bar mechanism has two 
degrees of freedom according to Grubler formulation. In inverse kinematics, endpoint location (P) 
is known in Fig. 1.  Using this location, two input angles θ1 and θ2  must be calculated. This 
problem can be solved by dividing manipulator into two serial RR manipulators. 

 

 
 

Figure 1. Two DoF Five Bar Robot 
 
 From the first serial kinematic chain, vector loop closure equation (1) is as follows, 
 

𝑂𝑂0𝑂𝑂1 + 𝑂𝑂1𝐴𝐴 + 𝐴𝐴𝑃𝑃 = 𝑂𝑂0𝑃𝑃                                                     (1) 
 

 Second, the second serial kinematic chain, vector loop closure equation (2) is as follows,  
 

𝑂𝑂0𝑂𝑂2 + 𝑂𝑂2𝐵𝐵 + 𝐵𝐵𝑃𝑃 = 𝑂𝑂0𝑃𝑃                                                    (2) 
  

 In this study, user of the robot manipulator changes 𝑂𝑂0𝑃𝑃 vector in human machine interface.  
However these equations are dependent on each joint angle related to kinematic chain. In order to 
compute input angles, other joint variables must be eliminated.   
 

𝑑𝑑𝑥𝑥1 + 𝑖𝑖 𝑑𝑑𝑦𝑦1 + 𝐿𝐿1𝑒𝑒𝑖𝑖 𝜃𝜃1 + 𝐿𝐿3𝑒𝑒𝑖𝑖 𝜃𝜃3 = 𝑃𝑃𝑥𝑥 + 𝑖𝑖 𝑃𝑃𝑦𝑦                                              (3) 
 

𝑑𝑑𝑥𝑥2 + 𝑖𝑖 𝑑𝑑𝑦𝑦2 + 𝐿𝐿2𝑒𝑒𝑖𝑖 𝜃𝜃2 + 𝐿𝐿4𝑒𝑒𝑖𝑖 𝜃𝜃4 = 𝑃𝑃𝑥𝑥 + 𝑖𝑖 𝑃𝑃𝑦𝑦                                            (4) 
 

 Rearranging equation (3), angle which is need to be eliminated is kept alone,    
 

𝐿𝐿3𝑒𝑒𝑖𝑖 𝜃𝜃3 = 𝑃𝑃𝑥𝑥 + 𝑖𝑖 𝑃𝑃𝑦𝑦 − 𝑑𝑑𝑥𝑥1 − 𝑖𝑖 𝑑𝑑𝑦𝑦1 − 𝐿𝐿1𝑒𝑒𝑖𝑖 𝜃𝜃1                                           (5) 
 
 The offset distances in equation (5) can be combined with the end coordinates as follows, 

𝐿𝐿3𝑒𝑒𝑖𝑖 𝜃𝜃3 = (𝑃𝑃𝑥𝑥 − 𝑑𝑑𝑥𝑥1) + 𝑖𝑖� 𝑃𝑃𝑦𝑦−𝑑𝑑𝑦𝑦1� − 𝐿𝐿1𝑒𝑒𝑖𝑖 𝜃𝜃1                                                (6) 
 

 Conjugate of the equation (6) is written as follows, 
 

𝐿𝐿3𝑒𝑒−𝑖𝑖 𝜃𝜃3 = (𝑃𝑃𝑥𝑥 − 𝑑𝑑𝑥𝑥1) − 𝑖𝑖� 𝑃𝑃𝑦𝑦−𝑑𝑑𝑦𝑦1� − 𝐿𝐿1𝑒𝑒−𝑖𝑖 𝜃𝜃1                                       (7) 
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 Multiplying equations (6) and (7), angle −𝑖𝑖 𝜃𝜃3 is able to be eliminated. 
 

𝐿𝐿32 = (𝑃𝑃𝑥𝑥 − 𝑑𝑑𝑥𝑥1)2 + � 𝑃𝑃𝑦𝑦−𝑑𝑑𝑦𝑦1�
2 + 𝐿𝐿12 − (𝑃𝑃𝑥𝑥 − 𝑑𝑑𝑥𝑥1)𝐿𝐿1�𝑒𝑒𝑖𝑖 𝜃𝜃1 + 𝑒𝑒−𝑖𝑖 𝜃𝜃1� + 

+� 𝑃𝑃𝑦𝑦−𝑑𝑑𝑦𝑦1�𝐿𝐿1 𝑖𝑖 �𝑒𝑒𝑖𝑖 𝜃𝜃1 − 𝑒𝑒−𝑖𝑖 𝜃𝜃1�                                                         (8) 
 
 Remember that �𝑒𝑒𝑖𝑖 𝜃𝜃1 + 𝑒𝑒−𝑖𝑖 𝜃𝜃1�equals to 2 cos (𝜃𝜃1) and 𝑖𝑖�𝑒𝑒𝑖𝑖 𝜃𝜃1 − 𝑒𝑒−𝑖𝑖 𝜃𝜃1� equals to 2 sin(𝜃𝜃1) in 
equation (8). The equation can be simplified using these equalities as follows, 
 

𝐴𝐴 cos(𝜃𝜃1) + 𝐵𝐵 sin(𝜃𝜃1) + 𝐶𝐶 = 0                                                    (9) 
 

where 𝐴𝐴 = −2 (𝑃𝑃𝑥𝑥 − 𝑑𝑑𝑥𝑥1)𝐿𝐿1, 𝐵𝐵 = −2 �𝑃𝑃𝑦𝑦 − 𝑑𝑑𝑦𝑦1�𝐿𝐿1 and𝐶𝐶 = (𝑃𝑃𝑥𝑥 − 𝑑𝑑𝑥𝑥1)2 + � 𝑃𝑃𝑦𝑦−𝑑𝑑𝑦𝑦1�
2 + 𝐿𝐿12 − 𝐿𝐿32 . 

 Half-tangent rule can be used for this equation in order to solve one unknown (cos(𝜃𝜃1) =
1−𝑡𝑡12

1+𝑡𝑡12
, sin(𝜃𝜃1) = 2 𝑡𝑡1

1+𝑡𝑡12
and𝑡𝑡1 = atan (𝜃𝜃1

2
)). 

 

(𝐶𝐶 − 𝐴𝐴)𝑡𝑡12 + 2 𝐵𝐵 𝑡𝑡1 + (𝐶𝐶 + 𝐴𝐴) = 0                                              (10) 
 

Two different roots are able to be obtained from the equation. Discriminant must be real for 
physically realizable result. 

 

𝑑𝑑𝑖𝑖𝑑𝑑1 = �4𝐵𝐵2 − 4(𝐶𝐶2 − 𝐴𝐴2)                                               (11) 
 

One unknown 𝑡𝑡1 is calculated using discriminant.  
 

𝑡𝑡1 = (−4 𝐵𝐵∓𝑑𝑑𝑖𝑖𝑑𝑑1)
2(𝐶𝐶−𝐴𝐴)

                                                              (12) 
 

One can compute the angle using half tangent value.  
 

𝜃𝜃1 = 2 tan(𝑡𝑡1)                                                        (13) 
 

Once 𝜃𝜃1 is known, other angle of kinematic chain is calculated as follows, 
 

𝜃𝜃3 = 𝑎𝑎𝑡𝑡𝑎𝑎𝑎𝑎2(𝑃𝑃𝑥𝑥 − 𝑑𝑑𝑥𝑥1 − 𝐿𝐿1 cos(𝜃𝜃1) ,𝑃𝑃𝑦𝑦 − 𝑑𝑑𝑦𝑦1 − 𝐿𝐿1 sin(𝜃𝜃1) )                        (14) 
 
Similarly, applying same process to the second kinematic chain, we can obtain the 

discriminant as follows, 
 

𝑑𝑑𝑖𝑖𝑑𝑑2 = �4𝐸𝐸2 − 4(𝐹𝐹2 − 𝐷𝐷2)                                                      (15) 
 

where 𝐷𝐷 = −2 (𝑃𝑃𝑥𝑥 − 𝑑𝑑𝑥𝑥2)𝐿𝐿2, 𝐸𝐸 = −2 �𝑃𝑃𝑦𝑦 − 𝑑𝑑𝑦𝑦2�𝐿𝐿2 and 𝐹𝐹 = (𝑃𝑃𝑥𝑥 − 𝑑𝑑𝑥𝑥2)2 + � 𝑃𝑃𝑦𝑦−𝑑𝑑𝑦𝑦2�
2 + 𝐿𝐿22 − 𝐿𝐿42   

 
 Similar to pervious solution, unknown of the second kinematic chain is now known using 
equation as follows,  

𝑡𝑡2 = (−4 𝐸𝐸∓𝑑𝑑𝑖𝑖𝑑𝑑2)
2(𝐹𝐹−𝐷𝐷)

                                                       (15) 
 

𝜃𝜃2 = 2 tan(𝑡𝑡2)                                                        (16) 
 

𝜃𝜃4 = 𝑎𝑎𝑡𝑡𝑎𝑎𝑎𝑎2(𝑃𝑃𝑥𝑥 − 𝑑𝑑𝑥𝑥2 − 𝐿𝐿2 cos(𝜃𝜃2) ,𝑃𝑃𝑦𝑦 − 𝑑𝑑𝑦𝑦2 − 𝐿𝐿2 sin(𝜃𝜃2) )                       (17) 
 

Two solutions are obtained for each angle. Totally four modes can be found for the robot. 
But, the robot is working on just one mode which is shown in Fig.1. 
  
 



Fatih Cemal CAN, Hayrettin ŞEN 
 

Real time controlled two DoF five bar robot manipulator 
 

 

17 

1. Visual C# Interface Design and Program for Human - Machine Interaction. 
 

The program of the robot is constructed on kinematic analysis of the robot. Two coordinates 
of the end point location are inputs for this program. User is able to use mouse cursor in order to 
define end point location of the robot.  User must click mouse left button on the Form then he must 
move cursor wherever he wants. Program solves angles according to end points and redraws lines 
of the robot.         

Human machine interface consists of two parts. The first part is the interface design of the 
program. This part is related to graphical drawing of the robot, angles in text boxes and control 
buttons and output of the program. The design of the program is illustrated in Fig. 2.   

The second part is algorithm or coding. Follow chart of the visual program is depicted in Fig. 
3. This code is written using events of graphical objects such as buttons, lines, form and buttons. 
This kind of programming is named event based programming. We use load, mouse down, mouse 
move and mouse up events for our code. 
 

 
 

Figure 2. Human Machine Interface in Visual C# 
 

Start: Form1_Load event is working. In this event, link lengths and other constant parameters 
are defined. 

Input: Form1_Mousedown, Form1_MouseMove and Form1_MouseUp events are working. 
Calculate: dis1 and dis2 are calculated according to inverse kinematic analysis of the robot.  
Are roots of dis1 and dis2 real? Program must decide that the results are physically realizable 

or not. Non real results cannot be used in real environment. Therefore, they are unnecessary. 
Calculate:If roots are real, angles are calculated using Equations (13, 14, 16 and 17). 
Prepare and send data packages to Arduino: When two angles are calculated, they are 

packaged in order for sending. The data package includes plus and minus symbols which show the 
direction of the rotation, and two digit numbers which indicate magnitude of the rotation.  

 
One Data Package 

+ 9 0 - 4 5 
 

Is Arduino serial connection OK?:  In order to send packages to Arduino, COM port number 
of Arduino must be valid and connected. Baud rate of the connection must be selected correctly.  

Is close of Form clicked?: The program runs until close of form is clicked. The program ends 
if it is clicked. 

The flow chart of Arduino program is illustrated in Figure 4. This code waits for the input 
from interface program, separate according to data package format and sends these to servo motors. 
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Figure 3. Flow Chart of Visual C# Human Machine Interface (HMI) Program 
 

 
 

Figure 4. Flow Chart of Arduino Program 
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2. Electronic Hardware and Circuit 
 

Arduino Mega 1280 Micro Controller is used to control the robot. The robot has two servos 
connected to digital pins 9 and 10 which are used as PWM (pulse width modulation) ports of 
Arduino.  The electronic circuit of the robot is seen in Figure 5. This circuit is created in Autodesk 
Circuit Online Software.  Arduino Uno is used in the circuit because Arduino mega is not available 
in this software. One 5V DC power source must be used to supply required power to servo motors.   
The Arduino code can be simulated in the program. Simulation can be seen in Figure 6.   
 

 
 

Figure 5. Electronic Circuit in Autodesk Circuits 
 

 
Figure 6. Simulation in Autodesk Circuits 

 
3. The robot construction and test results  

 
The robot is constructed using two Emax ES 3005 water proof servo motors and 3-D printed 

parts. Two link lengths L1and L2 are chosen same (20 mm) because they are servo links packaged 
in servo motor box.  Other two link lengths L3 and L4 are selected to be same (30 mm). Distance 
between shafts of two servo motors is 19 mm. 
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Figure. 7. Electrical connection and whole setup 
 

3.1. Drawing a line and a rectangle 
 

These two shapes are the most basic task to test our robot. Simply, pencil translates forward 
and backward between two points to draw a line and four lines are used to draw a rectangle (Fig. 
8.). We defined the length of the line as 20 mm in the program.  The straightness of the line was 
good but the length of the line was nearly 19.20 mm. This dimension error depends on joint 
clearances and friction at the joints. Next, the rectangle was drawn. Fillets are created by our robot 
at the corner. This rectangle was not perfect dimensioned similar to the line. But straightness and 
appearance of the rectangle is acceptable.     

  
a) b) 

Figure 8. Drawing Test (a) Line Drawing (b) Rectangle drawing 
 

3.2. Computer Aided Free Hand Drawing 
 

We tried to test our robot manipulator using human machine interface (HMI). User entered 
required points from HMI, points were sent to microcontroller and microcontroller set angles of two 
servo motors. Acceptable outputs were obtained as seen from Figures 9 and 10. We firstly tried to 
draw a letter and then a spiral.  The letter and the shape are very close to original shape which is 
drawn on HMI.     

           
(a) 

 
(b) 

Figure 9. Free hand drawing of letter A (a) Input from Human-Machine Interface (b) Output on the paper 
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a) 

 
b) 

Figure 10. Free hand drawing of a spiral (a) Input from Human-Machine Interface (b) Output on the paper 
 

3.3. Drawing a pattern 
In this section, a circular pattern drawing will be explained along with examples. We created 

the pattern by using Equations as follows, 
 

𝑃𝑃𝑥𝑥 = 60 + 𝑟𝑟𝑟𝑟𝑟𝑟𝑑𝑑 �𝛽𝛽 𝜋𝜋
180
�                                                   (15) 

 

𝑃𝑃𝑦𝑦 = 60 + 𝑟𝑟𝑑𝑑𝑖𝑖𝑎𝑎 �𝛽𝛽 𝜋𝜋
180
�                                                  (16) 

 

Where Px and Py are coordinates of the end point of the robot, r is radius of circle, β is angle of the 
rotation of radius. If radius is constant and β angle is changing uniformly, we will get a circle. 
However, if radius is changed according to a linear function (r=r+a·k, if r>90 then k=-1, if r<1 then 
k=+1) and also changing rotation of angle (β =β+dt), the patterns can be drawn. According to this 
pattern configuration and formulation, the end-effector of five-bar robot drew the patterns shown in     
Fig. 11. 
 

 
dt=3, a=0.5 

 
dt=1, a=1.2 

 
dt=2, a=0.8 

 
dt=4, a=3.5 

 
dt=2, a=3.5 

 
dt=2, a=5 

 
Figure 11. Some pattern drawings for different dt and a values 
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Conclusion. The five-bar robot manipulator was constructed and tested in this study. Two servo 
motors of the robot were controlled using HMI program through Arduino microcontroller. Test 
results were shown for a line, a rectangle, free hand drawing and patterns. Cost of our robot 
manipulator is very low (it is nearly 50$) compared to other robot manipulators. Readability and 
appearance of the test shapes are good. However, accuracy and repeatability are not very well. 
Therefore, they must be improved. Due to its cost, this robot manipulator will be useful to explain 
the working principle of the five-bar robot manipulator and application of the robot to engineering 
students.  
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Abstract. There are many methods of identifying general stability of complex dynamic systems. 

Routh and Hurwitz’s criterion is one of the earliest and commonly used analytical tools analysing stability of 

a dynamic system. However, it requires redundant calculation of all the elements of the Routh array to 

identify stability, even the low-order system. Therefore, it is not a simple method to identify, especially 

analytically, the stability boundaries for the coefficients of the characteristic equation due to tedious and 

lengthy derivation of all the Routh array elements. The proposed brand-new criterion or algorithm is an 

effective alternative and a universal technique to identify analytically the stability of up to sixth-order linear 

time-invariant dynamic system based on the set of unique for all possible system equations (2) and (3) that 

relate coefficients of the system characteristic polynomial at the stability boundaries by means of a single 

additional constant k. The expressions derived on this basis for a higher-order dynamic system can be used 

effectively to identify the boundaries of its stable behaviour spans. It defines the necessary and sufficient 

conditions for absolute stability of higher-order dynamic systems. It also allows the analysing of the system’s 

precise marginal stability condition (whether stable or not) and the nature of the system roots at the stability 

boundaries, i.e. when they are relocated on imaginary jω-axis of s-plane. The criterion proposed by the 

authors, in contrast to Routh criteria, simplifies significantly the identification of maximum and minimum 

stability limits for any coefficient of the higher-order characteristic equation. The paper also presents the 

numerical analysis of stability boundaries for systems with order higher than six based on criteria (2) or (3). 

The derived stability boundary formulas (2) and (3) for the polynomial coefficients are successfully used for 

PID controller gains selection in close-loop control systems and this achievement does not have analogy in 

control theory. 

Keywords: higher-order dynamics, characteristic polynomial, stability boundaries, absolute and 

marginal stability.   

  

Introduction. The research on stability of higher-order systems was initiated by Edward 

Routh and Adolf Hurwitz long ago, their theory is being used now by control experts while 

analysing stability of dynamic systems and added to many books on control engineering [1-4]. It 

provides an effective tool for identifying stability condition dynamic system and roots of its system 

polynomial on the jω-axis of s-plane.  However, it does not provide an effective method for 

identifying precise stability  limits of higher-order system operation in analytical or numerical way 

by mathematically analysing the coefficients of the system characteristic polynomial. Deriving 

analytical expressions based on the Routh array is a very tedious and lengthy process. It becomes 

formidable task for systems with order higher than four. Besides, for special cases of all zeros in an 

array raw, the use of standard Routh procedure does not provide solution to the problem.  

Some researchers have managed to solve specific system stability problems by using the 

Routh-Hurwitz criterion. In paper [5], the authors use the Hermite-Biehler theorem to derive Routh-

Hurwitz criterion and managed to capture the system’s unstable root counting. While performing 

stability analysis the Routh array may suffer some singularities. One example is when the first 

element of a row turns out to be zero. The solution to this case was discussed in some papers [5, 6, 

and 7] and textbooks [1-4]. Some researchers have used the ϵ-method to solve the stability problem 

for the special case when there are zero leftmost elements together with an all-zero row in the Routh 
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array [6]. A minor reconstruction of Routh’s array is presented in [7] to solve a special case of 

leading array elements in the array becoming zero. In reconstructed array, locations of of a 

polynomial root are defined by means of considering first-column sign changes, similar to Routh’s 

method, which eliminates the necessity of implementing the ϵ-approach.  

The singularity in Routh array may also occur in case where all elements of a row become zero. In 

[8], the authors have presented a solution for the roots of a polynomial in the right-half of s-plane 

and on the jω-axis for the case when a few elements of a row in the Routh array become zero. They 

have used the continued fraction approach to solve the problem. When a system parameter is of the 

ϵ-order, the advantage of the ϵ-method of the Routh-Hurwitz criterion for the zero row was 

elaborated in [9]. In [10], authors have replaced zero row coefficients with the derivative of the 

polynomial corresponding to the row next to the zero-row to fill the row as an additional procedure 

and doing that they have succeeded in identifying the location of the symmetric roots of the 

polynomial on the right and left and/or on the jω-axis. [7].  

Importantly, the Routh-Hurwitz criterion unable to determine the case of instability for the 

case of multiple roots on the jω-axis of the s-plane [2, 4, and 11]. Routh array does not provide 

solution for the number of jω-axis roots with multiplicity greater than unless solving it with the 

auxiliary polynomial. Moreover, Routh’s array does not show sign change in the first column of the 

array for some unstable systems with repeated multiple roots on jω-axis even by applying the 

auxiliary polynomial procedure, i.e. indicating that there are no roots of the system polynomials in 

the right half s-plane [11].  In [10], the authors are managed to count the number of roots on jω-axis 

that are complex polynomials. The authors in [12] have investigated possible relation between the 

multiplicity of jω-axis poles and the numbers of zero rows in the Routh array. The main outcome 

was a prove that existence of more than one zero row in the Routh array is a source of instability of 

the system regardless of any sign change in the first column. In paper [13], authors have aimed for 

modelling and analysis of cyclic physical phenomenon and investigated harmonic oscillations of 

higher-order systems at the borders of stability regions. Stability boundary oscillations are used in 

many science and engineering applications [13]. The authors in [14, 15] conducted boundary locus 

analysis to achieve a stable control system design. The authors identified stability regions of 

controller coefficients based on a solution of characteristic polynomial equation in s domain for 

s=jω. In the research paper [13], the authors have identified the harmonic oscillation boundary of 

systems by mapping the roots of the characteristic polynomial to amplitude-angle (𝑀 − 𝜃) plane 

and presenting roots of polynomial in the form of λ  = 𝑀𝑒𝑗𝜃. 

Another common method of n-th order systems stability studies is related to analysing 

numerical eigenvalues of of n state equations [16, 17]. However, it does not simplify the solution of 

the problem for n-th order system, the dimensions of a matrix of eigenvalues and matrix A, i.e (λI-

A), are of the same n-th order. Therefore, the level of complexity of stability problem solution is 

similar to analysing roots of the original n-th order system characteristic polynomial. In other 

words, it requires  calculation numerically the roots λ of n-th order polynomial to verify stability of 

a given system and therefore analytical solution of the problem is not possible.     

The literature review has shown that so far there is no any systematic and exact solution for 

stability problem of linear higher-order dynamic systems that is able to identify exact stability 

boundaries of system behaviour in terms of the coefficients of its characteristic polynomial and 

doing that is able thoroughly analyse and differentiate marginal stability or instability of systems at 

the boundary regions of stability.   The importance of such theory could also contribute to closed-

loop controllers design and selection of controller gains for real dynamic systems. The closed-loop 

controller gains are part of the system characteristic polynomial coefficients and, therefore, stability 

limits of the coefficients can be used, in turn, to identify stability limits for the gains. The method 

described in this paper aims to solve these problems. In addition, it can precisely define the number 

and types of conjugate roots on the jω-axis of the s-plane while dynamic system is at the stability 
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boundary region and their influence on marginal stability or instability for some special cases of 

zero coefficients. 

The new theory of stability was initially introduced in [18]. However, current paper in section 

II introduces a completely modified systematic and more simple approach for identifying stability 

of higher-order linear time-invariant dynamic systems with only two polynomials as an alternative 

to the renowned Routh-Hurwitz criterion and any other method. The discovered criterion and 

algorithms for system stability has no analogy to other criteria published so far in the field of 

stability control. The algorithms in this paper have been developed intuitively based on certain 

systematic relations of the coefficients of characteristic polynomial at the boundaries of stability 

and they are undoubtedly and successfully worked with all higher-order dynamic systems either 

with randomly selected coefficients of characteristic polynomials or randomly selected engineering 

applications with closed-loop controllers. The presented method is a simple and the only available 

procedure to identify the stability boundaries of the coefficients of a higher-order system 

characteristic polynomial. The difficulty of achieving the same objective by using the Routh has 

been discussed in section III for a sixth-order system. The presented algorithms are essential tools to 

identify marginal stability or instability of the systems for the case of multiple roots of the 

polynomials on jω-axis of the s-plane. Section III discusses in details and set the rules to identify 

stability boundaries for third-order, fourth-order, fifth-order and sixth-order dynamic systems in 

analytical form. The paper presents separate rules for absolute and marginal stability of systems 

when the multiple roots occur on the jω -axis of the s-plane. Section IV also presents the numerical 

technique to identify stability boundaries for the dynamic systems with orders higher than six when 

it was difficult to derive analytical solution for the problem. For all the systems analysed in this 

paper, the boundary limits of lowest order dependent coefficients of characteristic polynomial  𝑎0  

as a function of other coefficients were determined. Section V demonstrate the use of the developed 

theory for defining of stability limits for the gains of closed loop controllers for various engineering 

systems with higher-order dynamic models. 
 

Presentation of general stability criteria. In general the characteristic polynomial for 

higher-order dynamic system can be presented as follows: 
 

𝑎𝑛𝑠𝑛 + 𝑎𝑛−1𝑠𝑛−1 + 𝑎𝑛−2 𝑠
𝑛−2 + ⋯ + 𝑎1𝑠 + 𝑎0 = 0                          (1) 

 

One of the conditions of possible stability is that all the coefficients of the polynomial must be 

positive real numbers [2.3]. However, positive values of the coefficients alone do not provide 

stability of the system. The current paper presents stability criteria of the higher-order systems 

system with all positive values coefficients as well as when some coefficients having zero values 

which leads to special cases of marginal stability or instability.  

The general necessary stability criteria for any n-order dynamic system (where n ≥ 3) can be 

uniquely expressed by the set of two non-linear algebraic equations (2) or (3) with introduction of 

an additional unknown variable 𝑘 that couples both equations together. If the highest order of the 

system n is an odd number then two equations are presented, as follows: 
 

𝑎𝑛 = (𝑎𝑛−2 − (𝑎𝑛−4 − ⋯ − (𝑎3 − 𝑎1𝑘)𝑘) … )𝑘                                    (2) 

𝑎𝑛−1 = (𝑎𝑛−3 − (𝑎𝑛−5 − ⋯ − (𝑎2 − 𝑎0𝑘)𝑘) … )𝑘 
 

If the highest order of the system n is an even number then two equations are presented 

differently, as follows: 

 

𝑎𝑛 = (𝑎𝑛−2 − (𝑎𝑛−4 − ⋯ − (𝑎2 − 𝑎0𝑘)𝑘) … )𝑘                                    (3) 

𝑎𝑛−1 = (𝑎𝑛−3 − (𝑎𝑛−5 − ⋯ − (𝑎3 − 𝑎1𝑘)𝑘) … )𝑘 
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It can be seen from (2) and (3) that unknown parameter k must be a real positive number to 

ensure that coefficients 𝑎𝑛 and 𝑎𝑛−1 are positive real numbers which is obvious stability condition 

for the system.  

The fundamental law of marginal or boundary stability of any dynamic system with order 

𝑛 ≥3 is stated as follows: “if equations (2) or (3) are satisfied and there exists solution of these 

equations with at least one common k as a positive real root, then all the coefficients in (1) are 

having stability boundary values and the system under consideration is in the state of marginal or 

boundary stability condition”. At this state some of the roots of characteristic polynomial (1) form 

conjugate pairs and strictly located on the imaginary jω-axis of the s-plane. Therefore, (2) or (3) 

represent the necessary and sufficient criteria to define accurately stability boundary value for all 

the coefficient of dynamic system characteristic polynomial with order 𝑛 ≥3, provided algebraic 

equations (2) or (3) have at least one common positive real solutions for k. In other words, if 

conditions (2) or (3) satisfy, then the dynamic system is in the state of marginal stability or 

instability, i.e. it is exactly in between the stable and unstable zones of behaviour. The boundary 

values for the coefficients of n-th order system (1) can be obtained by mathematically excluding 

unknown k from both equations (2) or (3). The newly developed expressions (2) or (3) have no 

similarity to any stability criteria published so far in the literature. The relationship between the 

coefficients of the characteristic polynomial at the state of system stability boundary regions has 

been discovered intuitively but can be verified by any other method that describes stability 

boundary conditions for a dynamic system. 

The lowest order of the system to be solved with (2) or (3) is n=3. For this 3rd order system 

(odd order), expression (2) can be expressed as follows: 
 

𝑎3 = (𝑎1)𝑘  an    𝑎2 = (𝑎0)𝑘 
 

Excluding k from both equations can lead to the stability boundary expression for the third order 

system, i.e. 𝑎2/𝑎0 = 𝑎3/𝑎1. This system is fully stable if the following inequality is satisfied: 
 

𝑎2

𝑎0
≥  

𝑎3

𝑎1
                                                                                 (4) 

 

The equal sign means a marginal stability of the system with one pair of roots symmetrically 

located on the jω-axis of the s-plane. The validity of (4) can be verified by using other methods 

such as Routh criteria and root-locus method.  
 

Analytical solution for the stability boundaries for up to sixth-order systems. 
 

a. Stability criterion for the fourth-order dynamic system  

The system is presented by the following characteristic polynomial: 
 

𝑎4𝑠4 + 𝑎3 𝑠
3 + 𝑎2 𝑠

2 + 𝑎1 𝑠
1 + 𝑎0 = 0                                 (5) 

 

Since the highest order of the system n=4, i.e. it is an even number, equations (3) were used to 

describe the boundary conditions for the polynomial (5).  
 

𝑎4 = (𝑎2 − 𝑎0𝑘)𝑘                                                                  (6) 

𝑎3 = (𝑎1)𝑘                                                                             (7) 
 

According to the newly developed fundamental law of boundary stability condition of any 

dynamic system with with order 𝑛 ≥3, values of k in (6) and (7) must be real positive numbers. 

Solving (6) and (7) for k leads to the following results: 
 

𝑘 =
(𝑎2 ± √𝑎2

2 − 4𝑎0𝑎4)

2𝑎0
;      𝑘 =

𝑎3

𝑎1
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From these expressions part of the necessary boundary stability conditions for the system (5) 

can be derived.  For k to be positive real number the following conditions must satisfy: 
 

𝑎2
2 ≥ 4𝑎0𝑎4;  𝑎1 ≠ 0; 𝑎3 ≠ 0                                                (8) 

 

Excluding k from both (6) and (7) and some algebra leads to the following single necessary 

boundary or marginal stability expression for the coefficients of (5):  
 

𝑎0𝑎3
2 = (𝑎2𝑎3 − 𝑎1𝑎4)𝑎1                                                       (9) 

 

For 𝑎0 to have positive non-zero value the following necessary boundary stability condition 

must be satisfied: 
 

𝑎2𝑎3 > 𝑎1𝑎4                                                                (10) 
 

As a conclusion, it can be stated that (9) presents the necessary and sufficient boundary or 

marginal stability expression for the coefficients of (5) provided (8) and (9) are fully satisfied. The 

analysis shows that when the coefficients reach their stability boundary values, the system becomes 

marginally stable with two (i.e. one pair of conjugate complex numbers) out of four roots located 

symmetrically on jω-axis of the s-plane.  

For comparison and prove of validity for (9), the expressions of the Routh array elements (two 

columns with five rows) for the fourth-order system were presented. The final equation in the first 

column of the Routh array can be presented as follows: 
  

𝑎1 −
𝑎3𝑎0

𝐴
= 0                                                                        (11) 

 

Substituting A=(𝑎2𝑎3 − 𝑎1𝑎4)/𝑎3 into (11), the same expression (9) can be derived. 

Therefore, Routh method solution serves as an ‘elementary’ prove of validity for the proposed 

stability criteria (3). 

The expression (9) can be easily used to define the boundary values of any coefficient of the 

characteristic equation (5). For example, for this system to be absolutely stable, 𝑎0 must be within 

the range in between its minimum and maximum boundary values, as it was defined from (9): 
 

0 < 𝑎0 <
(𝑎2𝑎3 − 𝑎1𝑎4)𝑎1

𝑎3
2

                                                         (12) 

 

 
 

Figure 1 Marginally stable system  
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Figure 2 Marginally unstable system  

 

In accordance to (9), in the case 𝑎1 = 𝑎3 = 0, i.e. when (9) yields 0=0, the following special 

case of marginal stability or marginal instability when all four roots of polynomial are located on 

jω -axis of the s-plane has been derived. If  𝑎1 = 𝑎3 = 0, the system becomes marginally stable and 

its characteristic polynomial will have all four roots (in this case two different pairs of conjugate 

complex numbers) symmetrically located on jω-axis of the s-plane if 𝑎2
2 > 4𝑎0𝑎4, or if still  𝑎1 =

𝑎3 = 0, the system becomes marginally unstable and its characteristic polynomial will have all four 

roots (in this case two repeated pairs of conjugate complex numbers) symmetrically located on jω-

axis of the s-plane if 𝑎2
2 = 4𝑎0𝑎4. This special case marginal stability is a unique case when the 

same condition of coefficients 𝑎1 = 𝑎3 = 0 lead to two different behaviour of the 4th order system 

and different type of roots of the polynomial (5) depending of the values of its remaining 

coefficients.  

The example of a system polynomial that has marginal stability is 𝑠4 + 3𝑠2 + 2 = 0 and Fig. 

1 shows response of this system to the unity input. The example of a system polynomial that has 

marginal instability is 𝑠4 + 4𝑠2 + 4 = 0 and Fig. 2 shows response of this system to the unity 

input. The difference in both system responses with the same condition for the coefficients 𝑎1 =
𝑎3 = 0 can be seen clearly in Fig. 1 and Fig. 2. This unique condition of marginal stability or 

instability was not identified by using the Routh method of stability analysis.  

 

b. Stability criterion for the fifth-order dynamic system  

 

The system is presented by the following characteristic polynomial: 

 

𝑎5𝑠5 + 𝑎4𝑠4 + 𝑎3 𝑠
3 + 𝑎2 𝑠

2 + 𝑎1𝑠 + 𝑎0 = 0                         (13) 

 

Solving the boundary problem for a system polynomial (10) coefficients can be done by 

taking n=5 (odd number) in (2). It leads to the following two non-linear equations: 
 

𝑎5 = (𝑎3 − 𝑎1𝑘)𝑘                                                                (14) 
 

𝑎4 = (𝑎2 − 𝑎0𝑘)𝑘                                                                (15)                                                       
 

According to the newly developed fundamental law of boundary stability condition of any 

dynamic system with with order 𝑛 ≥3, values of k in (14) and (15) must be real positive numbers. 

Solving (14) and (7) for k leads to the following results: 
 

 

𝑘 =
(𝑎3 ± √𝑎3

2 − 4𝑎1𝑎5)

2𝑎1
;   𝑘 =

(𝑎2 ± √𝑎2
2 − 4𝑎0𝑎4)

2𝑎0
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From these expressions the necessary and sufficient boundary stability conditions for the 

system (13) can be derived.  For k to be positive real number the following conditions for all six 

coefficients must satisfy: 
 

𝑎3
2 ≥ 4𝑎1𝑎5;  𝑎2

2 ≥ 4𝑎0𝑎4                                                    (16) 
 

Excluding k from both (14) and (15) and some algebra leads to the following single necessary 

boundary or marginal stability expression for the coefficients of (13): 
 

(𝑎1𝑎4 − 𝑎0𝑎5 )2= (𝑎1𝑎2−𝑎0𝑎3 )(𝑎3𝑎4 − 𝑎2𝑎5)                            (17) 
 

Expression (17) requires the following additional conditions to be satisfied: 
  

 𝑎 1𝑎2 > 𝑎0𝑎3 𝑎𝑛𝑑 𝑎3𝑎4 > 𝑎2𝑎5                                       (18) 
 

As a conclusion, it can be stated that (17) presents the necessary and sufficient boundary or 

marginal stability expression for the coefficients of (13) provided conditions (16) and (18) are fully 

satisfied. The analysis shows that when the coefficients reach their stability boundary values, the 

system becomes marginally stable with two (i.e. one pair of conjugate complex numbers) out of five 

roots located symmetrically on jω-axis of the s-plane and with one of the roots (negative real 

number) located on the real axis of the s-plane. In this case, the expressions (14) and (15) have only 

one common real positive root k. 

The expression (17) can be easily used to define the boundary values of any coefficient of the 

characteristic equation (13). For example, for this system to be absolutely stable, 𝑎0 must be within 

the range in between its minimum and maximum boundary values, as it was defined from (13): 
 

𝑎0
𝑚𝑖𝑛 =

(𝑎2𝑎5 − 𝑎3𝑎 4) (𝑎3 + √𝑎3
2 − 4𝑎1𝑎5) + 2𝑎1𝑎 4𝑎 5

2𝑎5
2

                      (19) 

 

𝑎0
𝑚𝑎𝑥  =   

(𝑎2𝑎5 − 𝑎3𝑎 4) (𝑎3 − √𝑎3
2 − 4𝑎1𝑎5) + 2𝑎1𝑎 4𝑎 5

2𝑎5
2

                      (20) 

 
 

If equation (19) yields a negative value, then 𝑎0
𝑚𝑖𝑛 should be assigned a zero-boundary value 

instead.  

In accordance to (17), in the case of  𝑎0𝑎5 = 𝑎1𝑎4,  𝑎0𝑎3 = 𝑎1𝑎2, 𝑎𝑛𝑑 𝑎2𝑎5 = 𝑎3𝑎4, i.e. when 

(17) yields 0=0, the following special case of marginal stability or marginal instability when four 

roots of polynomial out of five are located on jω -axis of the s-plane has been derived. If  𝑎0𝑎5 =
𝑎1𝑎4,  𝑎0𝑎3 = 𝑎1𝑎2, 𝑎2𝑎5 = 𝑎3𝑎4  and 𝑎3

2 > 4𝑎1𝑎5 ,  𝑎2
2 > 4𝑎0𝑎4, the system becomes marginally 

stable and the systems characteristic polynomial will have four roots (two pairs of different 

conjugate complex numbers) located symmetrically on jω-axis of the s-plane and one root (negative 

real number) located on the real axis of the s-plane. Subsequently, if  𝑎0𝑎5 = 𝑎1𝑎4,  𝑎0𝑎3 = 𝑎1𝑎2,
𝑎2𝑎5 = 𝑎3𝑎4  and 𝑎3

2 = 4𝑎1𝑎5 ,  𝑎2
2 = 4𝑎0𝑎4, the system becomes marginally  unstable but with 

four repeated roots (two pairs of same conjugate complex numbers) located symmetrically on jω-

axis of s-plane and one root (negative real number) located on the real axis of the s-plane. Should 

be notes that if conditions  𝑎0𝑎5 = 𝑎1𝑎4 𝑎𝑛𝑑 𝑎0𝑎3 = 𝑎1𝑎2 are satisfied then condition 𝑎2𝑎5 =
𝑎3𝑎4 is satisfied by default as well. In both cases, the expressions (14) and (15) have two common 

real positive roots k. 

The example of a system polynomial that has marginal stability is 4𝑠5 + 𝑠4 + 8𝑠3 + 2𝑠2 +
𝑠 + 0.25 = 0 and Fig. 3 shows response of the system to the unity input. The example of a system 

polynomial that has marginal instability is 𝑠5 + 𝑠4 + 8𝑠3 + 8𝑠2 + 16𝑠 + 16 = 0 and Fig. 4 shows 

response of the system to the unity input. The difference in both system responses with the same 



Nazim MIR-NASIRI 
 

A novel two-polynomials criteria for higher-order systems  

stability boundaries detection and control  
 

 

 

30 

conditions for the coefficient values  𝑎0𝑎5 = 𝑎1𝑎4,  𝑎0𝑎3 = 𝑎1𝑎2, 𝑎2𝑎5 = 𝑎3𝑎4 can be seen clearly 

in Fig. 3 and Fig. 4. This unique condition of marginal stability or instability was not identified by 

using the Routh method of stability analysis.  

 

 

 
Figure 3 Marginally stable system (Rule 6) 

 

 
 

Figure 4. Unstable system (Rule 6) 

 

c. Stability criterion for the sixth-order dynamic system  

 

The sixth-order system is presented by the following characteristic polynomial:      
                         

𝑎6𝑠6 + 𝑎5𝑠5 + 𝑎4𝑠4 + 𝑎3 𝑠
3 + 𝑎2 𝑠

2 + 𝑎1𝑠 + 𝑎0 = 0                           (21) 
  

Solving the boundary problem for the system polynomial (21) coefficients can be done by 

taking n=6 (even number) in (3). It leads to the following set of two non-linear equations: 
 

𝑎6 = (𝑎4 − (𝑎2 − 𝑎0𝑘)𝑘)𝑘                                                  (22) 

𝑎5 = (𝑎3 − 𝑎1𝑘)𝑘                                                                 (23)                                                                                                  
 

By excluding 𝑘 from the expressions (22) and (23) the necessary marginal stability criteria for 

the system (21) coefficients can be analytically derived. Th resulting equation is expressed as 

follows: 
 

𝐴𝑎6
2 − 𝐵𝑎6 + 𝐶 = 0,                                                        (24) 

 

where: 
 

𝐴 = 𝑎1
3, 

𝐵 = (𝑎1𝑎2 − 𝑎0𝑎3)(3𝑎1𝑎5 − 𝑎3
2) + 𝑎1

2(𝑎3𝑎4 − 𝑎2𝑎5), 
𝐶 = −𝑎5[(𝑎3𝑎4 − 𝑎2𝑎5)(𝑎1𝑎2 − 𝑎0𝑎3) − (𝑎1𝑎4 − 𝑎0𝑎5)2]. 
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The positive solution for 𝑎6 in equation (24) exists, if the following condition satisfies: 
 

𝐵2 − 4𝐴𝐶 > 0                                                            (25) 
 

As a conclusion, it can be stated that (24) presents the necessary and sufficient boundary or 

marginal stability expression for the coefficients of (21) provided conditions (16), (18), and (25) are 

fully satisfied. The analysis shows that when the coefficients reach their stability boundary values, 

the system becomes marginally stable with two (i.e. one pair of conjugate complex numbers) out of 

five roots located symmetrically on jω-axis of the s-plane and with one of the roots (negative real 

number) located on the real axis of the s-plane. In this case, the expressions (22) and (23) have only 

one common real positive root k. The expression (24) can be easily used to define the boundary 

values of any coefficient of the characteristic equation (21). 

In special case of marginal stability, when 𝐵2 = 4𝐴𝐶, 𝑎6, has only one value and the sixth-

order system (21) becomes marginally stable with four (two pairs of different conjugate complex 

numbers) roots symmetrically located on jω-axis of the s-plane and two roots (one pair of 

conjugate complex numbers) located symmetrically on left half of the s-plane. In this special case 

the expressions (22) and (23) have two common real positive roots k. The example of such system 

polynomial is shown below:  
 

𝑠6 + 2𝑠5 + 4𝑠4 + 3𝑠3 + 4𝑠2 + 0.5𝑠 + 0.625 = 0 
 

Fig. 5 shows the response of this system to the unity input. The validity of the Rules 7, 8, 9 

have been verified by solving a numerical example of the systems with randomly selected 

polynomial coefficients.  
 

 
 

Figure 5 Marginally stable system 
 

The attempt to derive stability boundary equation for the 6th order system by using Routh 

array (three columns and seven rows) leads to the following preliminary formulas:  
 

𝐸𝐷 − 𝐶𝑎0 = 0 

𝐸 = (𝐵𝐶 − 𝐴𝐷)/𝐶 

𝐷 = (𝐴𝑎1 − 𝑎5𝑎0)/𝐴 

𝐶 = (𝐴𝑎3 − 𝐵𝑎5)/𝐴 

𝐵 = (𝑎5𝑎2 − 𝑎6𝑎1)/𝑎5 

𝐴 = (𝑎5𝑎4 − 𝑎6𝑎3)/𝑎5 
 

Substituting these expressions one into another does not guarantee that the final expression for 

𝑎6 can be presented in the form of a quadratic equation and this demonstrates the deficiency and 

complexity of the Routh approach for the sixth and higher orders system stability analysis.   
 

Numerical analysis of stability boundaries for the systems with orders higher than six. 

The analytical solution of the boundary problem (in form of radicals for k) for dynamic systems 

with any order is possible by systematically excluding k from equations (2) or (3) and finally 

reaching one polynomial equation with higher order for the coefficients of the characteristic 
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equation (1). However, it becomes a tedious process for the systems with orders n≥7. In general, the 

system of any order is marginally stable if equations (2) or (3) satisfy the fundamental law of 

marginal or boundary stability, that is if they have at least one common positive roots k and have a 

pair or pairs of conjugate roots on jω-axis of the s-plane. 

This low has been applied numerically to an eleventh order (n=11) system to prove validity of 

the law. The system with order n=11 is presented by the following characteristic polynomial: 
         

𝑎11𝑠11 + 𝑎10𝑠10 + 𝑎9𝑠9 + 𝑎8𝑠8+𝑎7𝑠7 + 𝑎6𝑠6 + 𝑎5𝑠5 + 

+𝑎4𝑠4 + 𝑎3𝑠3 + 𝑎2𝑠2 + 𝑎1𝑠 + 𝑎0 = 0                                  (29)   

                                                                        

The stability boundary equations (2) for this system n=11 (odd number) can be presented in 

the following form:  
 

𝑎11 = (𝑎9 − (𝑎7 − (𝑎5 − (𝑎3 − 𝑎1𝑘)𝑘)𝑘)𝑘)𝑘                                 (30) 

𝑎10 = (𝑎8 − (𝑎6 − (𝑎4 − (𝑎2 − 𝑎0𝑘)𝑘)𝑘)𝑘)𝑘                                 (31) 
 

Alternatively, (30) and (31) can be rewritten in the following forms with alternating signs for 

the terms: 
 

𝑎11 = 𝑎9𝑘 − 𝑎7𝑘2 + 𝑎5𝑘3 − 𝑎3𝑘4 + 𝑎1𝑘5                                 (32) 

𝑎10 = 𝑎8𝑘 − 𝑎6𝑘2 + 𝑎4𝑘3 − 𝑎2𝑘4 + 𝑎0𝑘5                               (33) 

 

In order to have a marginal stability condition, the roots of both fifth order polynomials (32) 

and (33) must have at least one real positive root in common. A randomly selected example of such 

equation (32) that has real positive roots is as follows: 
 

0.3 = 2.7𝑘 − 7.2𝑘2 + 6.6𝑘3 − 2.4𝑘4 + 0.3𝑘5                    (34) 
 

Five roots of this equation are, in fact, real positive numbers: 
 

𝑘 = [3.247, 2.618, 1.555, 0.382, 0.1981]                             (35) 
 

In order for equation (33) to have at least one root to be the same with any root of equation 

(34), each of the k roots (35) is inserted into equation (33) with randomly selected coefficients 

except 𝑎0.  A random example of equation (33) can be presented as follows: 
 

0.1 = 0.6𝑘 − 0.9𝑘2 + 0.5𝑘3 − 0.1𝑘4 + 𝑎0𝑘5                      (36) 
 

Calculation of 𝑎0 for each k root from the list (35) yields the following result: 
 

𝑎0= [0.004544, 0.0034, 0.0053, -2.9034, 41.7902]              (37) 
 

Then the polynomial (29) with all the preselected coefficients is presented as follows: 
 

0.3𝑠11 + 0.1𝑠10 + 2.7𝑠9 + 0.6𝑠8 + 7.2𝑠7 + 0.9𝑠6  + 

+6.6𝑠5 + 0.5𝑠4 + 2.4𝑠3 + 0.1𝑠2 + 0.3𝑠 + 𝑎0=0                                 (38) 
 

Solution of equation (38) for five possible 𝑎0 from (37) shows that only two of them present 

actual stability boundaries for the polynomial (38), namely 𝑎0
𝑚𝑖𝑛 = 0.003444 and 𝑎0

𝑚𝑎𝑥 =0.004544. 

These two boundary values of 𝑎0  in polynomial (38) lead to one pair of conjugate roots on the jω-

axis of the s-plane, namely 0 ± 0.6180i and 0 ± 0.5550i. The system turns to be fully stable in 

between these two boundary values of 𝑎0. The roots of boundary polynomial (36) at the boundary 

values of 𝑎0 yield real positive values. For example, for 𝑎0 = 0.004544 the roots of polynomial (36) 

yield 𝑘 = [3.267, 2.6180, 1.8658, 1.0425, 0.2451]. Therefore, two boundary polynomials (32) and 

(33) have one common positive real root k=2.6180 as it was stated by the fundamental law of 

marginal or boundary stability.  
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Figure 6 Marginally stable system 

 
 

Figure 7. System with absolute stability 

 

Fig. 6 shows the response of the system with characteristic polynomial (38) having value of 

𝑎0 =0.00344 to step input 0.01. From Fig. 6 it can be seen that the system is in the state of marginal 

stability. Fig. 7 shows the response of the system to step input 0.01 for 𝑎0 selected in between its 

boundary values [0.003444, 0.004544]. From Fig. 7 it can be seen that the system is in the state of 

absolute stability.  
 

Stability range for the closed-loop control systems. The s-domain transfer function for the 

closed-loop control system can be expressed as follows: 
 

 

𝑌(𝑠)

𝑅(𝑠)
=

𝐺(𝑠)𝐾(𝑠)

1 + 𝐺(𝑠)𝐾(𝑠)𝐻(𝑠)
                                                     (39) 

 
 

In (39), R(s) is the input signal, Y(s) is the output signal, H(s) is the feedback signal, G(s) is 

the plant model (system under observation), and K(s) is the controller model.  

Expressions (2) or (3) can be successfully applied to identify stability ranges for the gains of 

closed-loop control system (39).  
 

a. Case of single gain controller design  
 

The stability analysis of a system with single gain controller can be demonstrated on the 

model of hard disk drive with the lead compensator. The plant model of the hard disk drive system 

can be expressed as follows [19]: 
 

𝐺(𝑠) = 𝐴/𝐵 , where                                                              (40) 

 

𝐴 = 𝑛4𝑠4 + 𝑛3𝑠3 + 𝑛2𝑠2 + 𝑛1𝑠 + 𝑛0, 

𝐵 = 𝑑10𝑠10 + 𝑑9𝑠9 + 𝑑8𝑠8 + ∙∙∙  +𝑑4𝑠4 + 𝑑3𝑠3 + 𝑑2𝑠2, 
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where:  

𝑛4 = 1.197 ∙ 1026,  𝑛3 = 2.12 ∙ 1029, 𝑛2 = 5.826 ∙ 1034, 

𝑛1 = 4.366 ∙ 1037,  𝑛0 = 6.189 ∙ 1042, 𝑑10 = 1, 𝑑9 = 5336, 
𝑑8 = 4.124 ∙ 109,  𝑑7 = 1.302 ∙ 1013,  𝑑6 = 4.216 ∙ 1018, 
𝑑5 = 6.72 ∙ 1021,  𝑑4 = 1.198 ∙ 1027,  𝑑3 = 7.496 ∙ 1029, 

 𝑑2 = 9.668 ∙ 1034. 
 

The lead compensator with a proportional gain 𝑘𝑝 can be presented as follows: 
 

𝐾(𝑠) = 𝑘𝑝(4𝑠 + 2)/(𝑠 + 2)                                               (41) 
 

Substituting (40), (41) into (39) and assuming 𝐻(𝑠) = 1, yields the following close-loop 

system characteristic polynomial (29), where: 
 

𝑎11 = 𝑑10, 𝑎10 = 𝑑9 + 2𝑑10,  𝑎9 = 𝑑8 + 2𝑑9, 
𝑎8 = 𝑑7 + 2𝑑8, 𝑎7 = 𝑑6 + 12𝑑7, 𝑎6 = 𝑑5 + 2𝑑6, 

𝑎5 = 𝑑4 + 2𝑑5 + 4𝑘𝑝𝑛4, 𝑎4 = 𝑑3 + 2𝑑4 + 2𝑘𝑝(2𝑛3 + 𝑛4), 

𝑎3 = 𝑑2 + 2𝑑3 + 2𝑘𝑝(2𝑛2 + 𝑛3), 

𝑎2 = 2𝑑2 + 2𝑘𝑝(2𝑛1 + 𝑛2), 𝑎1 = 2𝑘𝑝(2𝑛0 + 𝑛1), 

𝑎0 = 2𝑘𝑝𝑛0. 
 

For the eleventh order characteristic polynomial (29), two stability boundary polynomials can 

be presented as (32) and (33). By substituting all the coefficients into (32) and (33) and dividing 

(32) by (33), proportional gain 𝑘𝑝 can be excluded from the resulting single algebraic 6th order 

stability boundary equation with variable k as follows: 
 

𝑝6𝑘6 + 𝑝5𝑘5 + 𝑝4𝑘4 + 𝑝3𝑘3 + 𝑝2𝑘2 + 𝑝1𝑘 + 𝑝0,                (42) 

where: 

𝑝6 = −𝑑𝑑0𝑛𝑛3 + 𝑑𝑑1𝑛𝑛2 − 𝑑𝑑2𝑛𝑛1 + 𝑑𝑑3𝑛𝑛0, 
𝑝5 = 𝑑𝑑0𝑛𝑛5 − 𝑑𝑑1𝑛𝑛4 + 𝑑𝑑2𝑛𝑛3 − 𝑑𝑑3𝑛𝑛2 + 𝑑𝑑4𝑛𝑛1 − 𝑑𝑑5𝑛𝑛0, 

𝑝4 = −𝑑𝑑2𝑛𝑛5 + 𝑑𝑑3𝑛𝑛4 − 𝑑𝑑4𝑛𝑛3 + 𝑑𝑑5𝑛𝑛2 − 𝑑𝑑6𝑛𝑛1 + 𝑑𝑑7𝑛𝑛0, 
𝑝3 = 𝑑𝑑4𝑛𝑛5 − 𝑑𝑑5𝑛𝑛4 + 𝑑𝑑6𝑛𝑛3 − 𝑑𝑑7𝑛𝑛2 + 𝑑𝑑8𝑛𝑛1 − 𝑑𝑑9𝑛𝑛0, 

𝑝2 = −𝑑𝑑6𝑛𝑛5 + 𝑑𝑑7𝑛𝑛4 − 𝑑𝑑8𝑛𝑛3 + 𝑑𝑑9𝑛𝑛2 − 𝑑𝑑10𝑛𝑛1 + 𝑑𝑑11𝑛𝑛0, 
𝑝1 = 𝑑𝑑8𝑛𝑛5 − 𝑑𝑑9𝑛𝑛4 + 𝑑𝑑10𝑛𝑛3 − 𝑑𝑑11𝑛𝑛2, 

𝑝0 = −𝑑𝑑10𝑛𝑛5 + 𝑑𝑑11, 
𝑑𝑑11 = 𝑑10,  𝑑𝑑10 = 𝑑9 + 2𝑑10,  𝑑𝑑9 = 𝑑8 + 2𝑑9,  

𝑑𝑑8 = 𝑑7 + 2𝑑8,  𝑑𝑑7 = 𝑑6 + 2𝑑7,  𝑑𝑑6 = 𝑑5 + 2𝑑6,  
𝑑𝑑5 = 𝑑4 + 2𝑑5,  𝑑𝑑4 = 𝑑3 + 2𝑑4,  𝑑𝑑3 = 𝑑2 + 2𝑑3,  

𝑑𝑑2 = 𝑑1 + 2𝑑2,  𝑑𝑑1 = 𝑑0 + 2𝑑1,  𝑑𝑑0 = 2𝑑0,  
𝑛𝑛5 = 2𝑛4, 𝑛𝑛4 = 2𝑛3 + 𝑛4, 𝑛𝑛3 = 2𝑛2 + 𝑛3,   
𝑛𝑛2 = 2𝑛1 + 𝑛2, 𝑛𝑛1 = 2𝑛0 + 𝑛1, 𝑛𝑛0 = 𝑛0.  

 

Solution of equation (42) yields four real and two complex k roots. In accordance to Rule 10, 

only real roots could be considered for the marginal stability of the closed-loop system. Four real 

roots are 0.4912*10-6, 0.0139*10-6, 0.0077*10-6, 0.0006*10-6. 

Value of 𝑘𝑝at the state of marginal stability can be calculated from (32) and presented as 

follows: 
 

𝑘𝑝= C/D, where                                                                       (43) 

C= 𝑑𝑑11 − 𝑑𝑑9𝑘 + 𝑑𝑑7𝑘2 − 𝑑𝑑5𝑘3 + 𝑑𝑑3𝑘4 − 𝑑𝑑1𝑘5, 

D= 𝑛𝑛5𝑘3 − 𝑛𝑛3𝑘4 + 𝑛𝑛1𝑘5. 
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Substituting four real roots of (42) into (43) yield three positive and one negative values of 

𝑘𝑝. Negative value leads to instability of the system because the coefficient 𝑎0 of the system is 

directly proportional 𝑘𝑝, i.e. 𝑎0 = 2𝑘𝑝𝑛0, and cannot be negative. As a result, the minimum 

stability limit for the 𝑘𝑝 is zero, i.e. 𝑘𝑚𝑖𝑛 = 0. The remaining three calculated positive value for 𝑘𝑝 

are 0.0079, 0.2119, 0.1726. Solving for the roots of characteristic polynomial (29) for these three 

values of 𝑘𝑝 yields a pair of roots located on the imaginary axis of s-plane ±𝑗0.1427 ∗

104, ±𝑗0.8488 ∗ 104, ±𝑗1.1411 ∗ 104, respectively. The analysis of all solutions shows that only 

one gain value 𝑘𝑝𝑚𝑎𝑥 =0.0079 corresponds to the marginal stability condition of the closed-loop 

system where all the roots located at the left half of s-plane. Three pairs of roots located on 

imaginary axis of s-plane  [±𝑗0.1427, ±𝑗0.8488, ±𝑗1.1411] ∗ 104 can be verified by plotting root 

locus graphs and it is shown in Fig. 8.  

 
Figure 8. System with absolute stability 

 

b. Case of multiple gain controller design 

 

The advantage of applying expressions (2) and (3) for stability analysis of higher-order 

closed-loop dynamic systems can be demonstrated for the case of applying multiple gain controllers 

to the system. The criteria (2) and (3) was tested on the example of model of two-inertia system 

with PD controller. The plant model of such two-inertia system can be expressed as follows [20]: 
 

𝐺(𝑠) = 𝑛0/( 𝑑4𝑠4 + 𝑑3𝑠3 + 𝑑2𝑠2 + 𝑑1𝑠 + 𝑑0), where:                             (44) 

𝑛0 = 0.0625, 𝑑4 = 1, 𝑑3 = 2, 𝑑2 = 1.5, 𝑑1 = 0.5, 

𝑑0 = 0.0625. 
 

Substituting (44), 𝐾(𝑠) = 𝑘𝑝 + 𝑠𝑘𝑑 into (39) and assuming 𝐻(𝑠) = 1, yields the following 

fourth-order characteristic polynomial of the close-loop system: 
 

𝑑4𝑠4 + 𝑑3𝑠3 + 𝑑2𝑠2 + (𝑑1 + 𝑛0𝑘𝑑)𝑠 + (𝑑0 + 𝑛0𝑘𝑝) = 0 (45) 
 

The two stability boundary polynomials (3) for the characteristic polynomial (45) can be 

presented as follows: 
 

𝑑4 = 𝑘𝑑2 − 𝑘2(𝑑0 + 𝑛0𝑘𝑝),                                                (46) 

𝑑3 = 𝑘(𝑑1 + 𝑛0𝑘𝑑).                                                       (47) 
 

By dividing (46) by (47), the following expression for 𝑘𝑑 can be derived: 
 

𝑘𝑑 = [𝑑2𝑑3 − 𝑑3(𝑑0 − 𝑛0𝑘𝑝)𝑘 − 𝑑1𝑑4] 𝑛0𝑑4⁄                          (48) 
 

Substituting (48) into (47) yields the following quadratic equation: 
 

(𝑑0𝑑3 + 𝑑3𝑛0𝑘𝑝)𝑘2 − 𝑑2𝑑3𝑘 + 𝑑3𝑑4 = 0.                         (49) 
 

-25 -20 -15 -10 -5 0 5 10 15 20 25
-1.5

-1

-0.5

0

0.5

1

1.5
x 10

4

Root Locus

Real Axis (seconds-1)

Im
ag

in
ar

y 
A

xi
s 

(s
ec

on
ds

-1
)



Nazim MIR-NASIRI 
 

A novel two-polynomials criteria for higher-order systems  

stability boundaries detection and control  
 

 

 

36 

Solution of (49) can be presented as follows: 
 

𝑘 = [𝑑2 ± √𝑑2
2 − 4𝑑4(𝑑0 + 𝑛0𝑘𝑝)] 2(𝑑0 + 𝑛0𝑘𝑝)⁄                      (50) 

 

The stability boundary is achieved when the expression under square root is equal zero and 

solution of (50) yields a single positive answer for 𝑘 (Rule 10). As a result, at the stability boundary 

condition for the system the expression for maximum limit of  𝑘𝑝 can be derived from (50) as 

follows: 
 

𝑘𝑝
𝑚𝑎𝑥 = (𝑑2

2 − 4𝑑0𝑑4) (4𝑑4𝑛0)⁄                                          (51) 
 

The minimum limit of 𝑘𝑝 can be obtained from the condition that for a stable system all the 

coefficients of characteristic polynomial (45) must be positive. Therefore, the coefficient 𝑑0 + 𝑛0𝑘𝑝 

must have a positive value and the minimum value for 𝑘𝑝 can be calculated as follows: 
 

𝑘𝑝
𝑚𝑖𝑛 = −𝑑0/𝑛0                                                                (52) 

 

In order to provide an absolute stability of the closed-loop system, the following condition for 

𝑘𝑝 must be provided: 
 

𝑘𝑝
𝑚𝑖𝑛 < 𝑘𝑝 <   𝑘𝑝

𝑚𝑎𝑥                                                              (53) 
 

For any value of 𝑘𝑝 within the limits (53), two values for 𝑠𝑠 are be calculated from (50) and 

subsequently two corresponding limit values for 𝑘𝑑 can be calculated from (48). An additional 

condition for the system stability is that the minimum limit for 𝑘𝑑 must be more than one calculated 

from the corresponding coefficient of the system characteristic polynomial, i.e. 
 

 𝑘𝑑
𝑚𝑖𝑛 >−𝑑1/𝑛0.                                                                 (54) 

 

Using all the stability conditions (54), (53), (52), (51), (50), and (48), the following graph of 

function 𝑘𝑑 = 𝑓(𝑘𝑝) for the boundary values can be obtained, as shown in Fig. 9. For all the 

boundary values of the system gains, the solution of the characteristic polynomial (45) yields one 

pair of conjugate roots at the imaginary axis of s-plane, i.e. the system is at the condition of 

marginal stability. 
 

 
 

Figure 9. Stability boundary curves for 𝑘𝑑 = 𝑓(𝑘𝑝) 

 

Fig. 9 shows the region of absolute stability of the system that lies in between upper and 

lower lines of the graph. The highest range of stability is at 𝑘𝑝
𝑚𝑖𝑛 = −1, where -8 < 𝑘𝑑 < 40. At  

 𝑘𝑝
𝑚𝑎𝑥 = 8, the stability region is reduced to a single value 𝑘𝑑 =16. 

In case of applying PID controller  𝐾(𝑠) = 𝑘𝑝 + 𝑠𝑘𝑑 + 𝑘𝑖/𝑠 to the model of two-inertia 

system [19], the following fifth order characteristic equation can be obtained: 
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𝑑4𝑠5 + 𝑑3𝑠4 + 𝑑2𝑠3 + (𝑑1 + 𝑛0𝑘𝑑)𝑠2 + (𝑑0 + 𝑛0𝑘𝑝)𝑠 + 𝑛0𝑘𝑖 = 0                  (55) 
 

Two stability boundary polynomials (2) for the characteristic polynomial (55) can be 

presented as follows: 
 

𝑑4 = 𝑘𝑑2 − 𝑘2(𝑑0 + 𝑛0𝑘𝑝),                                                (56) 

𝑑3 = 𝑘(𝑑1 + 𝑛0𝑘𝑑) − 𝑘2𝑛0𝑘𝑖                                              (57) 
 

By dividing (56) by (67), the following formula for 𝑘𝑝 can be obtained: 
 

𝑘𝑝 = (𝑑2𝑑3 − 𝑑1𝑑4 − 𝑛0𝑑4𝑘𝑑)/(𝑛0𝑑3𝑘) − 

−(𝑑0𝑑3 − 𝑛0𝑑4𝑘𝑖)/(𝑛0𝑑3)                                                  (58) 
 

Substituting (58) into (56) yields the following quadratic equation: 
 

(𝑛0𝑘𝑖)𝑘2 − (𝑑1 + 𝑛0𝑘𝑑)𝑘 + 𝑑3 = 0                                 (59) 
 

Solution of (59) can be presented as follows: 
 

𝑘 = [𝑑1 + 𝑛0𝑘𝑑 ± √(𝑑1 + 𝑛0𝑘𝑑)2 − 4𝑑3𝑛0𝑘𝑖] (2𝑛0𝑘𝑖)⁄  (60) 
 

The stability boundary is achieved when the expression of square root in (60) is equal zero 

and solution of equation (60) yields a single positive answer for 𝑘 (Rule 10).  This condition yields 

the following boundary equation for 𝑘𝑑: 
 

(𝑛0
2)𝑘𝑑

2 + (2𝑛0𝑑1)𝑘𝑑 + 𝑑1
2 − 4𝑛0𝑑3𝑘𝑖 = 0                              (61) 

 

The solution of (61) yields the boundary equation for 𝑘𝑑 as follows: 
 

𝑘𝑑 = −𝑑1 ± 2 √𝑑3𝑛0𝑘𝑖                                                        (62) 
 

A stability boundary is achieved when the expression of square root in (62) is equal to zero, 

i.e. when  𝑘𝑖=0. Therefore, for an absolute stability of the closed-loop system, the following 

condition must be satisfied:   
       

𝑘𝑖 > 0                                                                        (63)  
  

For any value 𝑘𝑖 > 0, formula (62) yields two limiting values for 𝑘𝑑. The additional condition 

for the system stability is that the minimum limit for 𝑘𝑑 must be more than one calculated from the 

corresponding coefficient of the system characteristic polynomial, i.e. 
 

𝑘𝑑
𝑚𝑖𝑛 >−𝑑1/𝑛0.                                                             (64) 

 

By substituting the two limiting values of 𝑘𝑑 into (60) and subsequently into (58), the 

remaining two limiting values for 𝑘𝑝 can be obtained. An additional condition for the system 

stability is that the minimum limit for 𝑘𝑝 must be more than one calculated from the corresponding 

coefficient of the system characteristic polynomial, i.e. 
 

 𝑘𝑝
𝑚𝑖𝑛 >−𝑑0/𝑛0.                                                                       (65) 

 

Using all the stability conditions (65), (64), (63), (62), (60), and (58), the following 3D graph 

of function 𝑘𝑝 = 𝑓(𝑘𝑑 , 𝑘𝑖) for the boundary lines of 𝑘𝑝, 𝑘𝑑  gains versus few values of 𝑘𝑖 is shown 

in Fig. 10. The absolute stability of the system is confined within the space outlined by the limiting 

values of three gains.  
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Fig.11 shows only 2D view of the lines shown in Fig. 10. The maximum values for 𝑘𝑝, 𝑘𝑑, 

𝑘𝑖 gains are defined by the terminal condition when 𝑘𝑝
𝑚𝑖𝑛 = 𝑘𝑝

𝑚𝑎𝑥 for raising in steps values of 𝑘𝑖 

(63) and is calculated on MATLAB software. Increasing 𝑘𝑖 reduces that stability range of the 

system, i.e. stability ranges for other two gains. For all the boundary values of the system gains the 

solution of the characteristic polynomial (55) yields one pair of conjugate roots at the imaginary 

axis of s-plane, i.e. the system is at the condition of marginal stability. An exception is for the points 

where  𝑘𝑝
𝑚𝑖𝑛 = 𝑘𝑝

𝑚𝑎𝑥. Fig. 12 shows a 2D graph of 𝑘𝑝 = 𝑓(𝑘𝑑) for a single value 𝑘𝑖=0.  

 

 
Figure 10. 3D Stability boundary curves for 𝑘𝑝 = 𝑓(𝑘𝑑 , 𝑘𝑖) 

 

 
Figure 11. 2D Stability boundary curves for 𝑘𝑝 = 𝑓(𝑘𝑑 , 𝑘𝑖) 

 

 
Figure 12. 2D Stability boundary curves for 𝑘𝑝 = 𝑓(𝑘𝑑), 𝑘𝑖=0 

 

If 𝑘𝑖=0, then 𝑘𝑑
𝑚𝑖𝑛 = −8<𝑘𝑑<40 and 𝑘𝑝

𝑚𝑖𝑛 = −1<𝑘𝑝<8 (Fig.11). At the left intersection of 

lines (𝑘𝑑
𝑚𝑖𝑛 = −8 and 𝑘𝑝

𝑚𝑖𝑛 = −1), the roots of the closed-loop system are: -1.0000 + 0.7071i;  

-1.0000 - 0.7071i; 0.0000 + 0.0000i; -0.0000 - 0.0000i; -0.0000 - 0.0000i. At the right 

intersection of lines (𝑘𝑑
𝑚𝑎𝑥 = 40 and 𝑘𝑝

𝑚𝑖𝑛 = −1), the roots of the closed − loop system are: -2 + 

0.0000i; -0.0000 + 1.2246i; -0.0000 - 1.2246i; -0.0000 + 0.0000i; -0.0000 + 0.0000i. When 𝑘𝑖 

reaches its maximum value (𝑘𝑖
𝑚𝑎𝑥 =18), the plots on Fig. 9 and Fig. 10 are converged to a single 

point and other gains reach their single maximum values, i.e. 𝑘𝑝
𝑚𝑎𝑥 = 8, 𝑘𝑑

𝑚𝑎𝑥 = 40. The roots of 

the system characteristic polynomial at this point are -2.0000 + 0.0000i; -0.0000 + 0.8660i; -0.0000 

- 0.8660i; 0.0000 + 0.8660i; 0.0000 - 0.8660i, i.e., the system has double conjugate roots on 

imaginary axis of s-plane.  

Conclusions. The paper presents an effective and simple tool for analytical solution of 

stability problem of higher-order linear time-invariant dynamic systems. It has a major advantage 

compared to Routh–Hurwitz technique. The proposed universal stability criteria (2) or (3) establish 
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unique relations between the stability boundary values of the system characteristic polynomial 

coefficients and the newly introduced additional parameter k. It is a new approach and there are no 

similarities found to these criteria in the literature. The newly-developed method is a universal one 

and can be applied to any higher-order dynamic system. The authors of this paper have discovered 

and established a set of general expressions (2) or (3) that can be applied for derivation of necessary 

stability criteria for any order linear time-invariant dynamic system. The single analytical 

expressions of the non-zero coefficients of the system characteristic polynomial at its stability 

boundary conditions have been derived in section III for the systems with orders from 3 to 6 and 

successfully tested by using MATLAB software for numerous examples. The method has also been 

extended to prove numerically the stability boundaries problem solution for any system with order 

higher than six in section IV for a randomly selected example of eleventh-order system. The 

stability range of values for one of the coefficients of the characteristic equation for each of the 

dynamic system with orders from three to six has been derived analytically. The numerical example 

of eleventh order system is presented in the paper to prove validity of fundamental law of marginal 

or boundary stability for systems with orders higher than six. As a unique achievement, the 

marginal stability conditions for dynamic systems with possible zero coefficients and with multiple 

roots on the jω-axis of the s-plane have also been discussed in details. These results are new and 

have not been published currently in the literature and were obtained for special cases of marginal 

stability when the same exactly set of zero coefficients the system can be either in the state of 

marginal stability or marginal instability, i.e. the system exhibits a dual behaviour. Section V is 

dedicated to use of criteria (2) and (3) to provide marginal and absolute stability for the closed-loop 

control systems with proportional, derivative and integral gains. The paper discusses in detail the 

derivation of equations for precise stability boundary values of 𝑘𝑝, 𝑘𝑑 , 𝑘𝑖 gains based on the two-

polynomial criteria (2) and (3). The obtained results of analytical calculation of precision stability 

boundary values for a multiple-gain higher-order closed-loop system do not have analogy currently 

in the control theory. The results obtained in this paper prove that the developed system stability 

criteria or algorithm for stability analysis of a higher-order linear dynamic system is a step forward 

in analysing stability conditions of complex dynamic systems and deriving precise analytical 

expressions for multiple gains of closed-loop control systems. This method is successfully tested on 

the model of hard disk drive with single-gain lead compensator [19] and on the model of two-inertia 

system with multiple gain controller design [20].   
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Abstract: As they constitute a substantial percent of deployable structures, scissor mechanisms are 

widely studied. This being so, new approaches to the design of scissor mechanisms still emerge. Usually 

design methods consider the scissor elements as modules. Alternatively, it is possible to consider the loops as 

modules. In this paper, loop assembly method is used such that antiparallelogram loops are placed along a 

circle, to construct a deployable structure. The research shows that it is possible to construct radially 

deployable structures with identical antiparallelogram loops with this method. Then kinematic and 

geometrical properties of the construction are analyzed. It is found out that the links of such a structure turn 

out to be similar generalised angulated elements. Furthermore, similar loops are used for the construction 

and deployable rings are obtained. 

Keywords: deployable ring-like structure, antiparallelogram loop, loop assembly method, radial 

expansion, angulated scissor element 
 

Introduction. Deployable structures are mechanisms that can go under transformation in 

order to achieve a compact (stowed) and an open (deployed) configuration [1]. This change in size 

offers a great advantage in packing and also in mobility, therefore making them suitable for many 

applications varying from retractable roofs [2-4] to space antennas [5-7]. 

One of the most important units of deployable mechanisms are scissor-like elements (SLEs). 

SLE is composed of two straight bars connected with a revolute joint, which is perpendicular to the 

common plane of the bars, called pantographic elements [8]. In 1960’s Pinero published the first 

academic studies on deployable structures made of SLEs [9]. Later on the foldability conditions of 

SLEs were defined by Felix Escrig [10, 11]. Kinematics of deployable structures continued to be a 

research area for many others [12-14]. 

Angulated elements were first introduced by Hoberman [15, 16]. This new type of SLEs were 

able to subtend a constant angle. We observe the same property in Servadio’s foldable polyhedra 

[17]. Hoberman’s latter work, the Iris Dome [16], is nothing but a circular application of the 

angulated unit subtending constant angle between the unit lines, therefore capable of radial 

deployment. 

Angulated units were further explored by You and Pellegrino [18] after the invention of 

Hoberman. They derived the geometric conditions of radial deployment and came up with two 

types of generalized angulated elements (GAEs): equilateral (type I) and similar (type II) GAEs. 

After You and Pellegrino, further research was conducted on the kinematics and mobility analysis 

of angulated elements [19, 20]. Kiper et al. [21] showed that the motion of the angulated elements 

in a radially expanding structure is the Cardan Motion. 

 Instead of using the angulated elements as modules for deployable structure design, 

Hoberman uses rhombus loops as modules [22]. This loop assembly method first places identical 

rhombus loops along a curve and then the link lengths are determined. Liao and Li [23] and Kiper 

and Söylemez [24] have found similar results independently from Hoberman. 
 

Loop Assembly Method. In the literature there are three types of scissor units: transitional, 

polar and angulated units. When the scissor hinge is in the middle of straight bars, the result is a 

translational scissor. Maden et al. [25] have examined the possible arrangements of different types 
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of scissor units and provided formulations for their analysis and design. When several translational 

scissor units are assembled together in a row, the loops formed are rhombus loops (Fig. 1a). When 

the scissor hinge is not placed in the middle, polar units with kite loops are formed (Fig. 1b). 

 
Figure 1. – a) Rhombus loops formed with translational scissor units  

b) Kite loops formed with polar scissor units [26] 

 

Hoberman devised a methodology using the loops to find the form of the links. By aligning 

rhombus loops on a curve, he derives angulated elements (Fig. 2). He also found out that it was 

possible to achieve deployable structures using different scales of the same rhombus along a given 

curve. In this study we use another type of loop, antiparallelogram loop, to compose single degree 

of freedom (DoF) radially expanding deployable structures. 

 
Figure 2. – Assembly of rhombi loops on a circle [22] 

 

An antiparalellogram is also called a crossed parallelogram or a contraparallelogram. It is 

made up of two equal short and two equal long sides, in which long sides cross each other. During 

the motion the crossing point moves on the long edges and always stays on the mirror symmetry 

axis of the loop (Fig. 3). 

 
Figure 3. – Motion of antiparallelogram loop 
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In our study, we align antiparallelogram loops along a circle, similar to Hoberman’s method. 

There are several variations of arrays in order to connect the loops at joints. Placing the loops in 

alternating order on the circle (sort of glide reflection along the circle) yielded a radially deployable 

structure (Fig. 4). 

 
Figure 4. – Antiparallel loops along a circle 

 

 
Figure 5. – Deployable antiparallelogram ring mechanism 

 

In Fig. 5 it is seen that there is only one joint on each radial axis from the center, unlike the 

angulated scissor ring-like structures developed by Hoberman. Therefore it is not possible to locate 

the center with a single loop, but two loops are necessary so that the positions of three joints defines 

a circle. The relation between the subtended angle θ and kink angles  +  of the links can be 

observed with a geometrical analysis (Fig. 6). Also, due to alternating order of the loops, there are 

always even number of loops in the assembly.  

 
Figure 6. – Geometrical analysis of antiparallelogram ring mechanism 



Şebnem GÜR, Koray KORKMAZ, Gökhan KİPER 

Radially expandable ring-like structure with antiparallelogram loops 

 

 

44 

Initially AB arm of link ABC and DE arm of link DEF are parallel to each other. Let EAB = 

. Since |AB| = |DE| and |AE| = |BD|, all inner angles of ABDE antiparallelogram are equal to . 

Let AEF = . It is seen from Fig. 6 that DEF = AEG =  + , i.e. the kink angles of both types 

of angulated elements, DEF and AEG, are equal to each other. BOE = 2, being an outer angle of 

triangle OAB. A line through the intersection point O and parallel to AB and DE divides BOE 

and also the subtended angle  into two. The loop has mirror symmetry about this line. Such lines 

will be called unit lines. Since DE is parallel to the unit line through O, the angle between the radial 

axis through E and DE is equal to /2. Similarly one can conclude that the angle between EF and 

the radial axis through E is equal to /2. So, /2 +  +  + /2 = , that is, the kink angles are 

+=–. 

Since identical loops are used to construct the mechanism, the two type of angulated links DEF 

and AEG have link lengths |DE| = |EF| and |AE| = |EG|. Also the kink angles of both type of 

angulated elements are equal. Therefore, the angulated elements are similar (type II) GAEs (Fig. 7). 

When the desired number of loops and the circle radius at the initial configuration is specified, one 

of the side lengths can be chosen freely and the other side length is dependent.  

 
Figure 7. – Similar (type II) GAEs - |AE|/|DE| = |EC|/|EB| and ψ=φ 

 

Next, we construct a ring with similar loops, instead of identical loops. For this construction, 

a random sequence of three different angles, ,  and , are used to divide the circle into sections. 

When the mechanism is drawn in Solidworks® it is seen that this construction also yields a 

deployable ring structure (Fig. 8). 

Geometric principles of the mechanism can be found similar to the construction with identical 

loops (Fig. 9). The short edges of each loop are parallel to the unit lines passing through the center 

of the circle and crossing point of the loop. The unit lines bisect the corresponding subtended angles 

,  and . Again, similar GAEs are used with identical kink angles. This time, the kink angles are 

determined by two adjacent subtended angle values. For example, FED = AEI =  + 2 =  – 

(/2 + /2). For the example in Fig. 8, there are 6 different pairs of angulated elements (Fig. 8b). 

Within each pair, two angulated links have the same kink angle and proportional arm lengths, i.e. 

they construct a similar GAE.  

 
a)  

 
b) 

Figure 8. a) Deployable antiparallelogram ring mechanism with similar loops;  

b) Link typology of the mechanism 
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Figure 9. – Geometrical analysis of antiparallelogram ring mechanism with similar loops 

 

Conclusions. Our study showed that it is possible to achieve deployable rings using 

antiparallelogram loops in alternating order on a circle using loop assembly method. The links 

resulted from the assembly are Type I GAE’s with identical kink angles. Furthermore, the kink 

angles can be represented in terms of the subtended angles. It is seen that only one of the side 

lengths is independent when the number of loops and circle radius are given for the initial 

configuration. Unit lines of the loops do not pass through joints, but they are the symmetry axes of 

the loops.  

In the second stage of the study, we used similar loops to construct and that also yielded a 

deployable mechanism, again resulting with Type I GAE’s. In this construction the subtended 

angles varied. Once again, the kink angles can be represented in terms of the subtended angles. 
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Abstract: In article carried out a kinematic study of a new constructive solution of pumping unit, 

which used in oilfield and the influence of the direction of rotation of the crank on the kinematic 

characteristics of the rod suspension point and extreme forces in both axial and deaxial-converting 

mechanisms was evaluated. Studies have shown that, according to the elementary theory, changing of 

direction of rotation of the crank does not affect the load on the rods suspension point, but according to the 

refined theory, the direction of rotation of the crank has a significant effect on the operation of the pumping 

unit. Because in this case, the laws of motion of the rods suspension point is sharply change. In addition, it 

was found that the fundamental difference between the axial and deaxial-converting mechanisms is due to 

the change in average speed during the up and down stroke movement of the rods suspensions point. It has 

been found that on pumping units with positive deaxial-converting mechanisms when the crank rotates 

clockwise, the rods suspension point moves upstroke faster than when it moves down, or vice versa, when 

the the crank rotates counterclockwise, the time at which the rods suspension point moves up is later than 

when it moves down. On pumping units with negative deaxial transforming mechanisms when the crank 

rotates clockwise, upstroke time of rods suspension point is less than it is downstroke time. And on pumping 

units with negative deaxial transforming mechanisms when the crank rotates clockwise, the upstroke time of 

the rods suspension point is longer than when it moves down and vice versa, when the crank rotates 

counterclockwise, the upstroke time of the rods suspension point is less than when it moves down. 

Key words: pumping unit, axial, deaxial, rods, block, crank 

 

Introduction. One of the most important places in the economic development of the Republic 

of Azerbaijan takes the extraction and transportation of oil to world markets. It is no coincidence 

that in the former Soviet Union, the research institutes of Azerbaijan were the leaders in the design 

and production of pumping units used in oil extraction. The mechanical transmissions of the sucker-

rod pumps designed by these research institutes, as well as the pumping units and reducers used in 

these mechanical transmissions were considered as standards. Therefore, in the modern stages of oil 

science, the creation of a new design of pumping units with a more advanced transmission 

mechanism, which saves electricity, reduces overall dimensions, increases longevity and efficiency, 

is relevant and have great practical importance for the mechanical transmission of pumping units. 

It is known that the most common equipment used in mechanized oil production is a sucker-

rod well pumping unit. These equipment consist of an individual well pump, which is lowered into 

the well with rods to the under dynamic level of the liquid, a pumping unit, its transmission and 

converting mechanisms. The plunger of downhole pump is actuated by the pumping unit. During 

the upstroke and downstroke movement of the plunger, the operation of the downhole pumps is 

observed by changing the direction of movement of the rod column [1-5]. 

Given the large number of these pumping units in operation, one of the urgent issues is to 

improve them and create new designs with a more perfect design. For this purpose at the 

Department of “Mechatronics and Machine Design” of Azerbaijan Technical University, was 

developed an original constructive solution of mechanical drive of the pumping unit, which 

provides both stable operation and energy saving, as well as a reduction in overall dimensions and 

an increase in reliability. The originality of the new equipment was confirmed by the patent of the 
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Intellectual Property Agency of the Republic of Azerbaijan (patent № İ 2021 0113) and the patent 

of the Eurasian Patent Organization (patent № 039650) [6,7]. 

At Figure 1 shown the overview of the new constructive solution of the sucker-rod pumping 

unit. The new constructive solution of the sucker-rod pumping unit consist from frame (1), three-

phase short-circuited asynchronous motor (2), V-belt drive (3), rigidly connected two-flow three-

stage reducer (4), on the drive shaft of which on one side mounted double-shaped brake (5) and on 

the other side V-belt pulley (6), and on the driven shaft of its installed two cranks (7); guide blocks 

(8, 9), ropes (10) connected to the rods suspension point. 

The converting mechanism, which consists of two slider-crank linkage (12), converts the 

rotational motion of the crank into the upstroke and downstroke movement of the rod suspension 

point. The mechanical transmission has counterweights whose weight can be adjusted (14), located 

on a movable cross beam (13), which is connected with hinge joint to the connecting-rod. 

The guide blocks are surrounded by a flexible rope, one end of which is connected to the 

movable beam, and the other end is connected to the rods suspension point. In addition, the 

mechanical drive has a guide system consisting of two vertically located cylindrical tubes (15) and 

the movable beam. The mechanical transmission has articulated front (18) and rear (19) arms, 

which can be adjusted by using (16,17) screw tensioners, a fixed cross beam (20) rigidly connected 

to the guide tubes. The screw tensioner (21) is connected to the frame of the construction, as well as 

to the joints with the front and rear arms. 
 

   

a) b) c) 
 

Figure 1. New constructive solution of beamless pumping unit consisting of an 

slider-crank mechanism and a rope-block system: 

a - side view; b - front view; c - rear view 
 

The converting mechanism is used on the pumping unit to ensure the upstroke and 

downstroke movement of the rods column. Currently, the four-link hinged slider-crank linkage 

mechanism is used in the converting mechanisms of the pinches. It is known that the purpose of 

kinematic analysis of each hinged mechanism is to determine the displacement, velocity and 

acceleration of its corresponding points. 

Formulation and solution of the problem. The kinematic characteristics of the rods 

suspension point, i.e. the stroke of the rods suspension point, its speed, and the acceleration change 
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during a complete cycle of the pumping unit crank. Therefore, the laws of motion of the rods 

suspension point depend on the kinematic scheme of the adopted transforming mechanism. 

Depending on the type of transforming mechanism, the mechanical transmissions of the sucker-rod 

pumps can be divided into two types, namely, beam and beamless pumping units. In the first case, 

the upstroke and downstroke movement of the rods column is achieved by using the slider-crank 

mechanism with beam. In the slider-crank mechanism of a beam pumping unit, the lengths of the 

links may be constant or vary in length during one cycle of the pumping units transmission. In 

beamless pumping units, the upstroke and downstroke movement of the rods column is achieved by 

a flexible element (rope or chain) applied to the transforming mechanism. 

The location of the crank on the transforming mechanism of the pumping unit is very 

important (Figure 2). This location significantly affects the operating parameters of the downhole 

pump. 

   
a) b) c) 

Figure 2. Scheme of the transforming mechanism of the pumping unit  

for  three different positions of the crank 
 

 In the transforming mechanism of the proposed innovative construction, the location point of 

the crank can be in three different variants. 

If the center of the elbow is located on the straight line B1-B2, then such a mechanism is 

called a centrally symmetric axial mechanism. If the center of the crank is located to the right or left 

of the straight line B1-B2, then this mechanism is called an asymmetric mixed (daxial) mechanism. 

Deaxial slider-crank mechanism itself can be positive (O1A1BCD) and negative (O2A2BCD) 

deaxial. The main difference between the slider-crank mechanisms is the change in the average 

speed during the up and down stroke movement of the rods suspension point. 

Indeed, if the mechanism is axial (OABCD), during the displacement of the horse head from 

the lower edge position (B2) to the upper edge position (B1), the crank will rotate by an angle  𝜑1 in 

the direction of the clockwise movement (oil well head is on the left side). If vice versa, i.e., will 

rotate by an angle 𝜑2 during the horse head displacement from the upper edge position (B1) to the 

lower edge position (B2). In this case, since the mechanism is an axial mechanism, 𝜑1 = 𝜑2 =
1800. Therefore, regardless of the direction of rotation of the crank, the time for both up and down 

stroke movement of the rods suspension point is the same (photo 2, a). 

If the mechanism is positive deaxial (O1A1BDC), then during of the upstroke movement of 

the rods suspension point, the crank will rotate in the direction of clockwise movement (oil well 
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head is on the left side) by an angle 𝜑3, and during its downstroke movement by an angle 𝜑4. As 

can be seen from Figure 2, b, the angle 𝜑3 is smaller than the angle 𝜑4, so the time for the up stroke 

movement of the rods suspension point is faster than the time for it to down stroke movement or 

vice versa, and when the crank rotates in the opposite direction of clockwise movement the rods 

suspension point moves up stroke movement time is later than the time of its downstroke 

movement. 

 If the mechanism is negative deaxial (O2A2BCD), then during of the up stroke movement of 

the rods suspension point, the crank will rotate in the direction of clockwise movement (oil well 

head is on the left side) by an angle 𝜑5, and during down stroke movement by an angle of 𝜑6. As 

can be seen from Figure 2, c, the angle 𝜑5 is greater than the angle 𝜑6, so the time when the rods 

suspension point of the moves up is later than the time when it moves down, or vice versa, when the 

crank rotates in the opposite direction of the clockwise movement, the upstroke movement time of 

the rods suspension point is faster than the time it moves down. 

In mining practice, the direction of rotation of the crank is usually assumed to be clockwise 

in both axial and deaxial pumping units. Such a choice of the direction of rotation of the crank has a 

great importance. Because even in axial (symmetrical) pumping units, the laws of movement of the 

rods suspension point are unsymmetrical.  

 According to the existing research methods, three main theories are applied, i.e. elementary, 

refined and exact theory, based on the degree of simplification and accepted assumptions when 

studying the laws of movement of the suspension point. 

 It is always possible to accurately determine the displacement of the rods suspension point, its 

speed and acceleration. In this case, the studied transforming mechanism is considered as a closed 

geometric figure in all cases. Such a figure has enough dimensions to find its angles and sides. 

However, it should be noted that even for simple mechanisms, the equations obtained by the exact 

method are so complex that their practical use for engineering calculations causes great difficulties. 

Therefore, elementary and refined theories are used more often when conducting kinematic research 

of transforming mechanisms in oil field practice (table 1) [8-15]. 
 

                                                                                                 Table 1. Formulas to finding of kinematic 

characteristics of sucker-rod pumps with axial and deaxial mechanisms 

 

For axial mechanisms 

Kinematic 

characteristics 
Elementary method Refined method 

movement 
𝑆𝐵 = 𝑟(1 − 𝑐𝑜𝑠𝜑) 

𝑆𝐵 = 𝑟 (1 − 𝑐𝑜𝑠𝜑 +
1

2
∙ 𝜆2𝑠𝑖𝑛2𝜑) 

speed 𝑉𝐵 =
𝑑𝑠

𝑑𝑡
= 𝜔 ∙ 𝑟 ∙ 𝑠𝑖𝑛𝜑 𝑉𝐵 =

𝑑𝑠

𝑑𝑡
= 𝜔 ∙ 𝑟 ∙ (𝑠𝑖𝑛𝜑 +

𝜆

2
𝑠𝑖𝑛2𝜑) 

acceleration 𝑎𝐵 =
𝑑𝑉𝐵

𝑑𝑡
= 𝜔2 ∙ 𝑟 ∙ 𝑐𝑜𝑠𝜑 𝑎𝐵 = 𝜔2 ∙ 𝑟 ∙ (𝑐𝑜𝑠𝜑 +

𝜆

2
𝑐𝑜𝑠2𝜑) 

For deaxial mechanisms 

Kinematic 

characteristics 
Elementary method Refined method 

movement 𝑆𝐵 = 𝑟 [√(
1

𝜆
+ 1)

2

− 𝜀2 −
1

𝜆
− 𝑐𝑜𝑠𝜑] 

𝑆𝐵 = 𝑟 [1 − 𝑐𝑜𝑠𝜑 +
𝜆

4
(1 − 𝑐𝑜𝑠2𝜑) + 𝜀𝜆𝑠𝑖𝑛𝜑

−
𝜀2𝜆2

2(𝜆 + 1)
+

𝜆𝜀2

2
] 

speed 𝑉𝐵 =
𝑑𝑠

𝑑𝑡
= 𝜔 ∙ 𝑟 ∙ 𝑠𝑖𝑛𝜑 𝑉𝐵 = 𝜔 ∙ 𝑟 ∙ [𝑠𝑖𝑛𝜑 +

𝜆

2
𝑠𝑖𝑛2𝜑 + 𝜀𝜆𝑐𝑜𝑠𝜑] 

acceleration 𝑎𝐵 =
𝑑𝑉𝐵

𝑑𝑡
= 𝜔2 ∙ 𝑟 ∙ 𝑐𝑜𝑠𝜑 

𝑎𝐵 = 𝑟𝜔2 ∙ [𝑐𝑜𝑠𝜑 + 𝜆𝑐𝑜𝑠2𝜑 − 𝜀𝜆𝑠𝑖𝑛𝜑] 
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In order to evaluate the influence of the direction of rotation of the crank on the extreme 

forces at the rods suspension point, the kinematic characteristics of  axial  pumping unit model of 

СК-6-2,1-2500 and the deaxial pumping unit model of СКД6-2,5-2800 (𝑟 = 1000 𝑚𝑚, 𝑙 =
2500 𝑚𝑚, E=1500 mm) for different values of the relative length factor (𝜆) and relative 

eccentricity (𝜀) respectively, the displacement of the rods suspension point, its speed and 

acceleration were determined based on both elementary and refined theories [16-20]. 

 

                                                                                             Table 2. Results of calculations for 

constructing graphs of functions 𝑆 = 𝑓(𝜑), 𝑣 = 𝑓(𝜑) and 𝑎 = 𝑓(𝜑). 
 

Angel 

φ, degree 

Elementary method Refined method 

S, m v, m/sec a, m/sec2 S, m v, m/sec a, m/sec2 

0 0 0 175 0 0 245 

15 34, 108 169 47 150 230 

30 134 209 152 184 282 187 

45 293 296 124 393 380 124 

60 500 362 88 650 435 53 

75 741 404 45 928 446 -15 

90 1000 419 0 1200 419 -70 

105 1259 404 -45 1445 363 -106 

120 1500 36 -88 1650 290 -123 

135 1707 296 -124 1807 212 -124 

150 1866 209 -152 1916 137 -117 

165 1966 108 -169 1979 67 -109 

180 2000 0 -175 2000 0 -105 

195 1966 -108 -169 1979 -67 -109 

210 1866 -209 -152 1916 -137 -117 

225 1707 -296 -124 1807 -212 -124 

240 1500 -362 -88 1650 -290 -123 

255 1259 -404 -45 1445 -363 -106 

270 1000 -419 0 1200 -419 -70 

285 741 -404 45 928 -446 -15 

300 500 -362 88 650 -435 53 

315 293 -296 124 393 -380 124 

330 134 -209 152 184 -282 187 

345 34 -108 169 47 -150 230 

360 0 0 175 0 0 245 
 

 

Table 2 shows the results of calculations for constructing graphs of functions 𝑆 = 𝑓(𝜑), 𝑣 =
𝑓(𝜑) and 𝑎 = 𝑓(𝜑). The speed and acceleration of the rods suspension point was performed for the 

case of the number of swings 𝑛 = 5 𝑚𝑖𝑛−1. Showing speed and acceleration on the graphs in this 

form shows more clearly the influence of the direction of rotation of the crank on the loading of the 

rods suspension point. 

As can be seen from Graph 1, changing the direction of rotation of the crank does not affect 

the loading of the rod suspension point. Because the change of speed depending on the 

displacement of the rods suspension point occurs on a circle, and the change of acceleration occurs 

according to the straight line law. 

As can be seen from the Graph 2, in reality, the direction of rotation of the crank has a 

significant influence on the working mode of the pumping unit. As can be seen from the graphs, the 

regularities of movement of the rods suspension point on these pumping unit are also drastically 

different from each other. 
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Graph 1. Graphs of the dependence of the speed and 

acceleration of the axial transforming mechanism 

on the displacement of the rods suspension point 

according to the elementary theory 

 

Graph 2. Graphs of the dependence of the speed 

and acceleration of the axial transforming 

mechanism on the displacement of the rods 

suspension point according to the refined theory 
 

Indeed, during the clockwise rotation of the crank while the rods suspension point is moving 

upwards (oil well head is on the left side), its velocity corresponds to the 𝑂𝐴𝑂1 curve, and the 

acceleration to the 𝐶𝐵𝐶1 curve. During counterclockwise rotation of the crank (oil well head is on 

the left side), the speed of the rod suspension point corresponds to the curve 𝑂𝐴1𝑂1, and the curve 

𝐶𝐵𝐶1 corresponds to its acceleration. Let's assume that the combined deformation of the pipes 

lowered into the well and the rods column of the pumping unit being studied is 𝜆∗ = 380 𝑚𝑚. 

Then, during the clockwise rotation of the crank, the displacement of the rod suspension point will 

correspond to the speed value of 380 𝑚𝑚/𝑠𝑒𝑐, and the acceleration value to 260 𝑚𝑚/𝑠𝑒𝑐2. When 

the crank rotates in the counter-clockwise direction, the value of the speed will be 340 𝑚𝑚/𝑠𝑒𝑐, 

and the acceleration will be 365 𝑚𝑚/𝑠𝑒𝑐2. 

A comparison of these cases shows that it is more convenient to take the direction of rotation 

of the crank in the direction of clockwise rotation for pumping unit with an axial converter 

mechanism. Because in this case, the absolute values of the speed and acceleration decrease at the 

moment of recovery of the deformations of the pipes and rods during the upward movement. 

Reducing the absolute values of the speed and momentum at the time of recovery of the 

deformations of the pipes and rods leads to a reduction of the dynamic forces acting on the sucker-

rod pumping unit [21-26]. 

According to the formulas proposed in table 1, the displacement of the rods suspension point, 

its speed and acceleration according to the kinematic characteristics of the deaxial pumping unit 

model of СКД6-2,5-2800 were calculated based on both elementary and refined theories, and the 

calculation results are shown in table 4. 

Calculations were performed for both negative and positive deaxial converter mechanisms. In 

order to more conveniently analyze the studied kinematic schemes, they are conditionally divided 

into 4 schemes (table 3): 

Scheme 1 – this scheme is a negative deaxial kinematic scheme, the direction of rotation of 

the crank is clockwise; 

Scheme 2 – this scheme is a negative deaxial kinematic scheme, the direction of rotation of 

the crank is counter-clockwise; 
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Scheme 3 – this scheme is a positive deaxial kinematic scheme, the direction of rotation of the 

crank is clockwise; 

Scheme 4 – this scheme is a positive deaxial kinematic scheme, the direction of rotation of the 

crank is counterclockwise. 
  

    Table 3. diferent variants of schemes by type of converting mechanism 

Variants Type of converting mechanism r, mm λ ε 

 Axial 1000 0,4 - 

1,2 Negative deaxial 1000 0,4 +1,5 

3,4 Positive deaxial 1000 0,4 -1,5 
 

On the basis of the conducted studies, it was determined that during the rotation of the crank 

in the direction of clockwise motion, the largest value of the displacement of the rods suspension 

point during the upstroke movement in the pumping unit with positive deaxial converter mechanism 

is less time compared to the axial converter mechanism, and in the case of the negative deaxial 

converter mechanism more time is achieved (table 4). 

During clockwise rotation of the crank, increasing the positive deaxial distance in the positive 

direction, its maximum value increases during upward movement of the rods suspension point, and 

decreases during downward movement. When the deaxial distance is increased in the negative 

direction, the maximum speed of the rod suspension point decreases during the upward movement, 

and increases during the downward movement. 
 

Table 4. Results of calculations of kinematic characteristics of sucker-rod pumps  

by elementary and refined methods 
 

Angle, 

φ 

Elementary method Refined method 

Positive deaxial Negative deaxial Positive deaxial Negative deaxial 
S,  

m 

v,  

m/sec 

a,  

m/sec2  

S,  

m 

v, 

m/sec 

a,  

m/sec2  

S,  

m 

v,  

m/sec 

a,  

m/sec2  

S,  

m 

v, 

m/sec 

a, 

m/sec2  

0 -337 0 274 -337 0 274 321 314 383 321 -314 383 

15 -303 135 264 -303 135 264 524 491 317 213 -115 402 

30 -203 261 237 -203 261 237 805 624 210 205 80 374 

45 -44 370 193 -44 370 193 1138 697 77 290 253 310 

60 162 453 137 16 453 137 1491 701 -60 451 3867 224 

75 403 505 71 403 505 71 1828 639 -182 670 476 135 

90 662 523 0 662 523 0 2121 523 -274 921 523 55 

105 921 505 -71 921 505 -71 2346 372 -324 1187 534 -7 

120 1162 453 -137 1162 453 -137 2491 205 -334 1451 519 -49 

135 1369 370 -194 1369 370 -194 2553 43 -310 1704 487 -77 

150 1528 261 -237 1528 261 -237 2537 -101 -264 1937 443 -100 

165 1628 135 -264 1628 135 -264 2456 -220 -212 2145 386 -127 

180 1662 0 -274 1662 0 -274 2321 -314 -164 2321 314 -164 

195 1628 -135 -264 1628 -135 -264 2145 -386 -127 2456 220 -212 

210 1528 -261 -237 1528 -261 -237 1937 -443 -100 2537 101 -264 

225 1369 -370 -194 1369 -370 -194 1704 -487 -77 2553 -43 -310 

240 1162 -453 -137 1162 -453 -137 1451 -519 -49 2491 -205 -334 

255 921 -505 -71 921 -505 -71 1187 -534 -7 2346 -372 -324 

270 662 -523 0 662 -523 0 921 -523 55 2121 -523 -274 

285 403 -505 71 403 -505 71 670 -476 135 1828 -639 -182 

300 162 -453 137 162 -453 137 451 -387 224 1491 -701 -60 

315 -44 -370 194 -44 -370 194 290 -253 310 1138 -697 77 

330 -203 -261 237 -203 -261 237 205 -80 374 805 -624 210 

345 -303 -135 264 -303 -135 264 213 115 402 524 -491 317 

360 -337 0 274 -337 0 274 321 314 383 321 -314 383 
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As a result of the comparative analysis carried out in this way, we determine that the 

reduction of the time for the upward movement of the rods suspension point o can be achieved by 

two methods. For this purpose, it is recommended to use either sucker-rod pumping units with a 

positive deaxial transformin mechanism when the crank rotates in the clockwise direction, or with a 

negative deaxial translation mechanism when the crank rotates in the opposite direction of the 

clockwise direction of movement (table 5). 
 

Table 5. The result of the comparative analysis 

 

Variant 

of the 

scheme 

Deaxial 

character 

The direction of 

rotation of the crank 

speed, 

m/sec 

acceleration, 

m/sec2 

The travel time of the rods 

suspension point 

Upstroke,  

sec 
Downstroke, sec 

1 Negative Clockwise movement 0,325 0,199 7,85 5,54 

2 Negative 
Counter-clockwise 

movement 
0,461 0,247 5,54 7,85 

3 Positive Clockwise movement 0,461 0,247 5,54 7,85 

4 Positive 
Counter-clockwise 

movement 
0,325 0,199 7,85 5,54 

 

 

 

 
 

Graph 3. Graphs of the dependence of the speed 

and acceleration of the rods suspension point from 

its movement on a positive deaxial pumping unit 

(according to the refined theory) 

Graph 4. Graphs of the dependence of the speed 

and acceleration of the rods suspension point from 

its movement on a negative deaxial pumping unit 

(according to the refined theory) 

 

Based on the conducted research, it was determined that increasing the average speed of the 

rods suspension point during the upstroke movement reduces the time of its upstroke movement. On 

the other hand, reducing the time of upstroke movement of the plunger pump also reduces the 

absolute cost of backflow of the pumped liquid between the plunger and the cylinder, which leads 

to an increase in its productivity. Therefore, in order to determine the degree of influence of the 

axial on the efficiency of the pumping unit, it is of great importance to quantify the effect of the size 

of the axial of the crankcase on the upstroke movement time of the rod suspension point (table 5). 
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If the crank rotates with a constant angular velocity, then the ratio of the angles of rotation 

will be as follows: 
𝜑1

𝜑2
=

𝑡1

𝑡2
 

where 𝑡1 and 𝑡2 - are the times of up and down stroke of the rods suspension point, respectively. 

Since the times 𝑡1 and 𝑡2 are known in the application, depending on the movement taken by 

the rods suspension point, the speeds during its upstroke and downstroke movement are known, 

then 
𝑣1

𝑣2
=

𝑡2

𝑡1
=

𝜑2

𝜑1
= 𝐾0 

burada 𝐾0 – is the coefficient of change of the average speed of the rods suspension point. The 

value of this coefficient is usually determined depending on the change of the deaxial angle during 

the up and down movement of the suspension point of the bar: 

𝐾0 =
1800 + 𝜃

1800 − 𝜃
 

 If the times of upstroke and downstroke movement of the rods suspension point are equal 𝜃 =
0. That is, in this case, since the transforming mechanism is axial, 𝜑1 = 𝜑2. 

And for deaxial mechanisms  

𝜃 = 𝑎𝑟𝑐𝑠𝑖𝑛
𝐸

𝑙 + 𝑟
− 𝑎𝑟𝑐𝑠𝑖𝑛

𝐸

𝑙 − 𝑟
= 𝑎𝑟𝑐𝑠𝑖𝑛

𝜀𝜆

(1 + 𝜆)
− 𝑎𝑟𝑐𝑠𝑖𝑛

𝜀𝜆

(1 − 𝜆)
= 𝑎𝑟𝑐𝑠𝑖𝑛

−2𝜀𝜆2

(1 − 𝜆2)
 

  

This formula of the coefficient of variation of the average speed allows to determine the 

dependence 𝐾0 = 𝑓(𝐸). Table 5 shows the initial data for establishing the proposed dependency at 

different line light of the movement for the known length of the connecting rod (𝑙 = 2800 𝑚𝑚) for 

deaxial pumping unit model of СКД6-2,5-2800. 

Based on the results of the calculation, the table shows how much time it takes for the rods 

suspension point to move up and to down by moving the reducer to the right or to the left from the 

position that ensures the symmetry of the crank-slide mechanism at different values of 𝜆 and 𝜀 in 

the specific upstroke movement of the rod suspension point on this pumping unit allows us to 

determine what is different (table 6). 
 

 Table 6. The time of  movement up and down of rods suspension  

depending on different values of 𝜆 and 𝜀 

relative 

eccentricity 

ε 

Coefficient of variation of the average speed of the pumping unit 

λ=0.1 λ=0.2 λ=0.3 λ=0.4 

-2 1,02606 1,112603 1,297437 1,761422 

-1,75 1,02277 1,097725 1,253553 1,605115 

-1,5 1,01948 1,083101 1,212113 1,480191 

-1,25 1,01621 1,068718 1,172798 1,375248 

-1 1,01295 1,054562 1,135339 1,284158 

-0,75 1,00969 1,040623 1,09951 1,203203 

-0,5 1,00645 1,02689 1,065119 1,129933 

0 1 1 1 1 

0,5 0,99359 0,973814 0,938862 0,885008 

0,75 0,9904 0,960962 0,909496 0,831115 

1 0,98722 0,948261 0,880795 0,77872 

1,25 0,98405 0,935701 0,852662 0,727141 

1,5 0,98089 0,923275 0,825005 0,675588 

1,75 0,97774 0,910975 0,797733 0,623008 

2 0,9746 0,898794 0,77075 0,567723 
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 For clarity, let's quantify how much the absolute value of leaks decreases when the time of the 

rod suspension point moves up, depending on the parameters adopted according to the specific well 

conditions. For this, let's assume that the number of oscillations of the rods suspension point of the 

pumping unit per minute is 𝑛 = 5 𝑚𝑖𝑛−1. Then, the total time for upstroke and downstroke 

movement of the rods suspension point (in one complete cycle of the crank) will be 13,39 seconds. 

For axial mechanisms, this time will be evenly distributed, that is, it will take 6,695 seconds to 

move both up and down. If we take the relative length coefficient as 𝜆 = 0,4 and the deaxial angle 

𝜃 = 250, then 𝐾0 = 1,322 will correspond to this angle and 
𝑡𝐻

𝑡
= 1,322. This time ratio can be 

provided in two ways: 

1) In the tranforming mechanism of the pumping unit, assuming the case of rotation of the 

crank in the counter-clockwise direction, taking the relative deaxiality 𝜀 = −1,107; 

2) In the tranforming mechanism of the pumping unit, taking the relative deaxiality 𝜀 =
+1,107 and assuming the case of rotation of the crank in the clockwise direction.  

 

Results and conclusions. The kinematic study of the new constructive solution of pumping 

unit was carried out, and the effect of the direction of rotation of the crank on the kinematic 

characteristics of the rods suspension point and extreme forces in the axial and deaxial converter 

mechanisms was evaluated. Studies have shown that, according to the elementary theory, changing 

of direction of rotation of the crank does not affect the load on the rods suspension point, but 

according to the refined theory, the direction of rotation of the crank has a significant effect on the 

operation of the pumping unit, because in this case, the laws of motion of the rods suspension point 

is sharply change.  

According to the kinematic characteristics of the pumping unit model of СКД6-2,5-280, was 

calculated and numerically determined the average speed change during the upward and downward 

movement of the bar suspension point of the new beamless pumping unit with axial and deaxial 

transforming mechanism. It has been found that on pumping units with positive deaxial 

transforming mechanisms when the crank rotates clockwise, the rods suspension point moves 

upstroke faster than when it moves down, or vice versa, when the crank rotates counterclockwise, is 

later than when it moves down. On pumping units with negative deaxial transforming mechanisms 

with negative deaxial-converting mechanisms when the crank rotates clockwise, upstroke time of 

rods suspension point is less than it is downstroke time. However, on pumping units with negative 

deaxial transforming mechanisms when the crank rotates clockwise, the upstroke time of the rods 

suspension point is longer than it is downstroke time and vice versa, when the crank rotates 

counterclockwise, the upstroke time is less than when it moves down. Based on the comparative 

analysis, in order to reduce the losses caused by leaks in the liquid lifted by the plunger and to 

increase the actual productivity, it is possible to reduce the time of the suspension point of the 

pumping unit to move up in two ways. For this purpose, it is recommended to use either sucker-rod 

pumping units with a positive deaxial transforming mechanism when the crank rotates in the 

clockwise direction, or with a negative deaxial translation mechanism when the crank rotates in the 

opposite direction of the clockwise direction of movement. 
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Abstract: The dynamics of a cam mechanism with delays in elasticity and friction is considered, the 

operation of which is supported by an energy source of limited power. The interaction between the cam 

mechanism and the energy source is described by nonlinear equations. To solve these equations, the method 

of direct linearization is used and the equations of non-stationary and stationary motions are derived. 

Relationships are obtained for calculating the stationary values of the amplitude and phase of oscillations, the 

speed of the energy source. A number of calculations have been performed in order to obtain information on 

the effect of delays on the dynamics of the cam mechanism. 

Keywords: cam, dynamics, oscillations, delay, elasticity, friction, energy source, limited excitation.  

 

Introduction. The determination of the parameters of the cam mechanism, taking into 

account its dynamics, is of great importance in the design. The functioning of the cam mechanism is 

supported by an energy source (engine), as a result of which their dynamics are also interconnected. 

Undesirable oscillatory processes that may occur during the operation of the cam mechanism also 

depend on the properties of the energy source that supports its operation. In this context, the well-

known direction of the theory of oscillations comes to the fore, in which the interaction of an 

oscillatory system and an energy source is considered [1-2, etc.].  

As is known [3-13 etc.], the characteristic of internal friction in materials, the imperfection of 

their elastic properties, etc. lead to a delay (hysteresis). It takes place in a number of devices (mills, 

vibrating machines, automatic control systems, conveyors, belt feeders, ball mills, flotation 

machines, drying drums, etc.) and technological processes. The delay leads to a deterioration in the 

dynamics and stability (up to loss) of the system. In this paper, the influence of delays in elasticity 

and friction on the dynamics of the cam mechanism is considered. It consists of an introduction, 

equations and their solutions, calculation results, conclusion.  

Model and equations. In [14], the dynamics of the cam mechanism is considered on the basis 

of the model shown in Fig.1, where a round disk with an eccentricity   acts as a cam. The disk is 

driven by an engine having a torque characteristic  ( )M  ,  where     is the speed of rotation. In 

the friction force arising in contact  1F f N   ( N const  is normal pressure force), the friction 

coefficient  1f   has a nonlinear characteristic 

 

                            
1( ) n

n

n

f x b x ,        nb const ,        n  0, 1, 2, 3, 4, …                       (1)  

 

where  x   is speed of the pusher contact point.  

Function (1) based on the direct linearization method [15, 16] is presented as 

 

                                                     1 ( )f x B kx                                                                     (2)
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n

n n

n

B b S  ,          n  0, 2, 4,…  (n  is even number) 

1n

n n

n

k b S   ,         n  1, 3, 5,…  (n  is odd number) 

 

where  B  and  k  are the linearization coefficients,  max x  ,  (2 1) (2 1)
n

S r r n    ,  

(2 3) (2 2)
n

S r r n    ,  r  is linearization accuracy parameter, which is not limited, but it is 

enough to choose in the interval (0.2). 

 

 
Figure1. System model 

 

The motions of the system under the condition of continuous contact between the disk and the 

pusher are described [14] by the equations 
 

( ) ( , , )mx c x F x     
 

                                                    ( ) ( ) ( , , )I M r F x                                                       (3)  

 

where  
2

0 0 0( , , ) ( ) ( )cos sin
Ty нF x B k x N y c m y k             

 

            0( ) (1 cos )c c    ,  0( ) cos cos2r r         ,  2

04r  ,  0 0y yN B c y  .  
 

In (3), the first equation describes the movement of the pusher, the second - the disk or energy 

source. Here m is the mass of the pusher brought to the point of contact, I is the moment of inertia 

of the disk, taking into account the mass of the rotating parts of the energy source, r()  is the radius 

of the contact point of the disk and the pusher, yB  and  yc  are the linearization coefficients of the 

nonlinear elastic force of the spring 
2 ( ) i

i

i

f y c y , ic const , i  0, 1, 2, 3, 0c ,  , 0r , ,  0y , 
T

m , 

нk   are constant values.  

In the presence of delays in friction  x   and elasticity  x ,  the first equation (3) takes the 

form
                                             

                             0(1 cos ) ( , , )mx k x c x c x F x                                             (4)      

 

where   k const  ,   c const  ,  ( )x x t   ,  ( )x x t   ,  const    and  const    are delays.  
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Equation solutions. The action of the force  ( )c x  can lead to parametric oscillations. They 

are strongly manifested in the regions of parametric resonances, among which the most significant 

is the region of the main parametric resonance, where the ratio of the natural frequency to the 

frequency of the parametric excitation is about  1/2.  Since the parametric excitation frequency is 

formed by the variable  φ,  which can be represented [17] as  ˆ
oscilt   ,  where  ˆ

oscil   are the 

small oscillation components that are not taken into account, then in the region of the main 

parametric resonance     2,  2

0c m    is the natural frequency.   

According to the method of change of variables with averaging [15], solutions (4), taking into 

account the delays  sin( )x p      ,  cos( )x a p


   ,  have the form 

 

                                    cosx a  ,       sinx    ,       pt                                      (5) 

 

which, taking into account 2p  ,  give the following relations for determining the amplitude, 

phase of oscillations and speed of the energy source:  

 

1( sin 2 cos2 )
4

      
da a

kG L
dt m  

 

                                      

11
( cos2 sin 2 )

4


      

d
k G A

dt m
                                           (6) 

 

 0 0( ) ( 0.5 )
1

M B R N G
d

dt I



  

 
 

where   2ap a    ,  1

0 02    нky k c ,  2

0( )
TyG y c m   ,  0 0R r   , 

 

             
02 ( cos ) 4 sin     N k k p c pL ,  22(4 ) 2( sin 2 cos )       A m k p c p .     

 

From (6) for  0a  ,  0  ,  0    we obtain the equations for stationary motions 

 
2 2 2 2 2 2( )  A L k G  

 

                                                  

2 ( ) ( )     tg AkG L LkG A                                                   (7) 
 

( ) ( ) 0M S     
 

where  0 0( ) ( 0.5 )  S B R N G . 
 

The ( )S   expression determines the load on the energy source and the intersection points of 

the  ( )M    and  ( )S    curves give the stationary values of the speed  Ω. 

 

Calculations. Calculations were carried out to obtain information about the effect of lag on 

the dynamics of the cam system. The main design parameters are as follows:  0.02,  0 0.5N  ,  

1
c1  , 0

11 kgf сmс   , 10.05 kgf сmc
  , 

10.02 kgf с сmk
   . The linearization 

coefficients used  
2

3 5S  ,  
3

3 4S  ,  and for delays   p  and   p   values from the interval (0,2). 
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Since the frequency difference is small in the resonance region, the approximate     2   was also 

used.  

For calculations, the friction coefficient is chosen in the form 
 

2 3

1( ) 0.303 0.0624 0.648 0.18   f x x x x
 

 

which is a special case of the characteristic that is widespread [1-2,18-19, etc.] in practice  
3

1 3( ) (1 )T U q U U      where  U V x  ,  q,  V,  1 ,  3   are constants  and  11.2сm сV   . 

 

 
а)  p = 0                                              b)  p =  /2 

                                                          

 
c)  p =                                        d)  p = 3 /2 

 

Figure 2. Amplitude-frequency curves: 

solid curves – c =0,  k =0,  double dotted – p =  /2,    

dashed – p = ,  dash-dotted – p =3 /2.  

 

Fig.2 shows the amplitude-frequency curves  a(Ω)  for different delays. Solid curves 

correspond to the absence of  0c    and  0k    delays,  double dotted curves,  p = / 2,  dashed 

curves,  p =   and dash-dotted curves,  p = 3 / 2. As can be seen from the figures, delays have a 

qualitative and quantitative effect on the amplitude-frequency curves, shift them in the frequency 

domain. 

Conclusion. As follows from the above results, the combined action of various combinations 

of elasticity delay and damping can strongly influence the dynamics of the cam mechanism. 

Depending on various combinations of delay values, the oscillation amplitude undergoes qualitative 

and quantitative changes, the resonance zone can shift in frequency. 
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